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Abstract

Managing quantitative requirements - A generalization
based on three application domains

Andreas Kristensson

Combitech is an independent service company providing technical consultancy in
system safety and the part commissioning this project. Dealing with system safety is
often an issue of providing requirements in order to prevent the system from
constituting danger. System safety also handles the issue of defining requirements to
ensure that a pre-defined risk level is satisfied. The risk level is often set by legislative
organs with the purpose to ensure that the system is safe enough. When the risk level
is communicated in numbers i.e. quantitative requirements, a consequential issue is to
provide a logic and consistent methodology. The objective of this thesis is to find an
adequate and general approach for the management of quantitative requirements in
three different domains.

This study involves a multiple case study, in which three domains have been taken
into account; railway signaling industry, the air traffic management industry and the
defense industry. The used material primarily consists of documents, investigations
and standards although a small series of interviews is performed.

The study resulted in a model partly conveyed in an UML activity diagram. It was also
found that most methodologies require substantial data input, which is what seems to
be the main problem in the process of managing quantitative requirements.
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Popularvetenskaplig beskrivning

Sen tiden fran andra varldskriget har manniskargbgdjtmer avancerade system som idag
ofta ar att beteckna som stora och komplexa. Attdra ett komplext system ar, som namnet
antyder, ofta svart och det finns ofta inte nagom sar en total dverblick Over ett saddant
system. Da manga komplexa system ofta &r helt ietade i samhallet paverkar de ocksa
manniskorna som anvander det och ibland pa etsesdttkan vara farligt for dessa anvandare
men ocksa for miljon det verkar i. Disciplinen stianterar denna problematik brukar kallas
systemsakerhet och ar ett av sju affarsomradenGambitech i Vaxjo inriktar sig pa.

Det ar inte ovanligt att myndigheter forsoker st{fav pa att system inte ska utgtra storre
fara an vad som kan anses brukligt. For att sakestédla att en viss riskniva har uppnatts i ett
system anvander sig myndigheter och liknande omigribland av numeriska krav. Saval
metod som krav kan se olika ut beroende pa vilkendch som studeras. Vidare har manga
stora system olika instanser som ar anvariga fétesyets olika delar, nivaer eller stadier i
dess livscykel. Att alla dessa instanser samarlmstardelar uppfattningen och synen pa vad
som bor utrattas for att en acceptabel risknivalgkanas ar darfor av storsta vikt. Idag skiljer
sig metoder och standarder, vari detta ofta reglareellan olika branscher vilket i sin tur
utgor en stor utmaning for de personer som arlmegéa numeriska krav.

Arbetet med denna uppsats har utgatt fran problkemasom Combitech i Vaxjo stélls infor
nar kvantiativa krav ska hanteras. Omradet somesatsl &r tre industrier; forsvarsindustrin,
flygledningsindustrin samt tagsignalleringsindustinom dessa har matrial framst erhallits
genom att studera standarder och utredningar mksadcan intervjuer och korrespondens
via mail. Det priméra syftet har varit att underadkojligheten att bygga en generell modell
for hur arbetet med numeriska krav bér genomfdsagkundara syften har varit att tydliggora
skillnader mellan metoder for hanteringen av nushkerikrav men ocksa att undersoka
metoderna som hanterar numeriska krav narmare.

For att kunna generalisera de olika angreppsséidende tre studieomraderna har det visat
sig nodvandigt att anvanda en storre mangd teohideker och artiklar. Som utgangspunkt
har teori for hur systemséakerhetsarbetet bor gebi@mftagits i beaktande. Vidare har det
visat sig nodvandigt att utvidga det teoretiska wvarket med modeller och teorier for

intilliggande discipliner sdsom kravhantering sasystemutvecklingsprocessen. Dock har
nyutvecklade systemteorier visat sig extra vardefulch ar i sin tur proijicerade pa

riskhanteringsprocessen fér numeriska krav. Tillsems utgér dessa det teorietiska
ramverket som byggt grunden till den modell sonebmed denna uppsats resulterat i.

Eftersom de tre branscherna hanterar krav olikalbadelvis varit svart att samanfora dessa i
en generell modell. Den framsta anledningen tittadér att maojligheten for olika instanser att
fritt valja angreppssatt skiljer sig mellan de swatle omradena. Att det forhaller sig sahéar
anses vara att de olika branscherna hanterar tmjieol som i grunden ger olika
forutsattningar for reglerande organ. Eftersom &amgen av numeriska krav bygger pa god
tillgang av olycksstatistik blir det ett problemrrsdan inte finns att tillga. Att battre utnyttja
felrapporteringssystem, simuleringar och statikktisietoder anses darfor vara ett satt for att
forbattra precisionen i hanteringen av numerisle kr
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Terminology

The field of system safety exploits an extensivenieology and differs greatly between
different fields. In order to make it easier foe tteader to follow this thesis the most vital
terms will be described. The terminology used irs tproject is based on different
frameworks and is therefore partly customized oteoto make it fit together.

To understand what system safety tries to achiemseimportant to first understand what
it tries to avoid. In brief, system safety triespt@vent injury to personnel and damage to
property and the environment, here captured intémm accident What is then an
accident and what is its’ vital “components”?

The rise of an accident is dependent upon two factbe probability of a hazard to cause
an accident and the exposure to it (Ekholm & Boeein2009). Conversely, an incident
is when a hazard occurs and no one is exposed.riSkdas the combination of the
probability for an accident or hazard to happen thiedconsequence once it has occurred,
sometimes named as the likelihood and the sevdtigueson, 1995, Swedish Defense
Forces, 1996) The terminology is illustrated byuregl.

Subsequently, the manageable part is hazardsjngedacidents or incidents. Hence, to a
great extent the system safety effort attemptsrévgnt hazards and hazardous events
occurring (Swedish Defense Forces, 1996). Basicallyazard is a state or situation that
could, but not necessarily do, lead to an acci€BRNELEC, 1999b, Martinsson, 2007).
However, the interpretation valid in this thesisthat a hazard is treated equally to a
hazardous event in terms of interpretation.

What causes a hazard is a subject of disagreemmamigaauthors. The accident model
displayed in Figure 1 is based on a framework frBRholm & Boértemark (2009)
although it has partly been customized. Generalgzard occurs when a system and its
context compose a danger resulting from a riskc@uaombined with a dangerous state
and a triggering event (Ekholm & Bortemark, 2008)dangerous state or triggering
event can, in turn, result from a failure. Accoglio Leveson (1995) a failure is defined
as:

“...the nonperformance on inability of the systent@mponent to perform its
intended function(Leveson, 1995, page 172)

The SS EN 50129 standard from The European Conemitbe Electrotechnical
Standardization (CENELEC) further states:

“...A failure is the consequence of a fault or error the system.”
(CENELEC, 1999Db, page 9)
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Figure 1 Accident model (Inspired by Ekholm & Barggk, 2009b)



Abbreviations

Standards and organizations

AFS

DAU

DoD
CENELEC
EATMP

EIA

ERA

ESARR
EUROCAE
EUROCONTROL
FM

FMV

GEIA Group
H FordonSak
H SystSakEE
H VAS

The Work Environment Authority’s Statute Book
Defense Acquisition University

Department of Defense (US)

European Committee for Electrotechnicah8ardization
European Air Traffic Management Program
Energy Information Administration

European Railway Agency

EUROCONTROL Safety Regulatory Requirement
European Organization for Civil AviatioiEpment
European Organization for the SafetpiofNavigation
Swedish Armed Forces
Swedish Defense Materiel Administration

group within ITAA

Automotive Safety Manual (Own transigt

System Safety Manual of the Swedishe8lrForces
Weapons and Ammunition Safety Manual

IEEE Institute of Electrical and Electronics Erggns
IEC International Electrotechnical Commission
ISA Industry Standard Architecture

ITAA Information Technology Association of America
MIL-STD — 882 DoD Standard Practice for System 8afe
SAM Safety Assessment Methodology
Miscellaneous

ACC Air Control Centre

AD Aerodrome

AF Ambition Factor

ALARP As Low As Reasonably Practicable

ANS Air Navigation System

ANSP Air Navigation Service Provider

APP APProach

ASM Airspace Management

ATFM Air Traffic Flow Management

ATM Air Traffic Management

ATMSP Air Traffic Management Service Provider

BPMN Business Process Modeling Notation

CST Common Safety Targets

CSM Common Safety Methods

ETA Event Tree Analysis

FHA Functional Hazard Analysis

FMECA Failure Mode and Effect Criticality Analysis

FR Functional Requirements

FRACAS  Failure Reporting, Analysis and Correctivetidn System
FTA Fault Tree Analysis

GAMAB Globalement Au Moins Aussi Bon

HR Hazard Rate

IRF Individual Risk of Fatality per hour

I-RILL Individual Risk In Loss of Lives

7



MEM
MORT
NFR
OHA
O&SHA
PAL
PHL
PHA
PET
PSSA
QRA
RAC
RCS
RFP
SAR
SC
SCR
SHA
SIL
SO
SoCs
SR
SRCA
SRP
SRS
Ss
SSA
SSHA
SSPP
SSWG
ST
SV
SWAL
THR
TIR
TSI
TSR
TTFO
T-RILL
I-RILL
UML

Minimum Endogenous Mortality
Management Oversight and Risk Tree
Non Functional Requirements
Operating Hazard Analysis
Operating and Support Hazard Analysis
Procedure Assurance Level
Preliminary Hazard List
Preliminary Hazard Analysis
Project Evaluation Tree
Preliminary System Safety Assessment
Quantitative Risk Assessment
Risk Assessment Code
Risk Classification Scheme
Request For Proposal
Safety Assessment Report
Severity Class
Safety Case Report
System Hazard Analysis
Safety Integrity Level
Safety Objective
Safety Objective Classification Scheme
Safety Release
Safety Requirements/Criteria Analysis
Safety Requirements Proposed
Software Requirement Specification
Safety Statement
System Safety Assessment
Sub-system hazard analysis
System Safety Program Plan
System Safety Working Group
Safety Target
Safety Verification
Software Assurance Level
Tolerable Hazard Rate
Target Individual Risk
Technical Specification of Interoperability
Total System Risk
Technical Tactical Financial Objective
Total Risk In Loss of Lives
Individual Risk In Loss of Lives
Unified Modeling Language



1 Introduction

This chapter introduce the background and outlioe the master thesis. It begins by
describing the field of system safety and its nelated disciplines. Furthermore the
purpose and research questions are presentedwetoby necessary information when
continuing to read the thesis.

1.1 Background

Everything we do is associated with risks and tghmut the centuries risks have been
controlled and managed by generations of experseand accumulated knowledge. The
last century brought new ways of living and workiag a result of the industrialization.

The industrialization also introduced ground-bregktechnology, which enabled new
ways of working and interacting. However, the teabgy also constituted new, until

now, unexpected dangers. New technologies gradwasblved into new, sometimes

large-scale, system constructions, such as thevawilsystem. This new socio-

technological development often followed an inhéreourse of events; first, a rather
unexploited technology was built into a system afidr a few accidents, new regulatory
demands and requirements evolved. Typical at timaé twas the reactive way of

eliminating risks rather than the proactive, megrtimat an accident first had to happen
before safety was considered. (Grimvall, Jacobg&sdhedéen, 2003)

The scientific field of system safety has its raatehndustrial safety engineering, referring
to the early stages of industrialization, but ex@ered a fundamental change after World
War Il. At that time a few new scientific discipiis arose, systems engineering and
systems theory, in order to manage new and morglesnengineering problems. Prior
to those new scientific disciplines advances inesys theory had been made, which
constituted the fundament for the new scientifiscgilines. One of the first theoretical
frameworks, which specifically relates to the fielfl system safety, was provided by
W.H Heinrich when introducing the “domino theoryis first accident model says that
an accident invariably results from a completeduseqe of factors caused by an unsafe
act or hazard — analogous to a line of dominoesvgkon, 1995)

The time after the World War 1l the majority of lmesss and industry learned that safety
at many levels also were good business. At thistpggveral grand-scale projects and
systems started which involved higher complexitiio3e projects could also cause a
serious amount of harm to the society, environmpraperty, mission and humans in

case of an accident. Some apt examples of larde-pcajects are the nuclear power,

high-pressure systems, the aviation industry arel rthtional defense systems. This
development further urged the need for proactivetganethods and analyses in systems
engineering. (Leveson, 1995)

System safety is tightly connected to, as mentigurediously, systems engineering and
system theory. According to Valerdi & Wheaton (2))0%he scope of systems
engineering could be summarized as follows:

“Systems engineering is concerned with creating aéxiecuting an
interdisciplinary process to ensure that the customnd stakeholder needs
are satisfied in a high quality, trustworthy, cosfficient and schedule
compliant manner throughout a system's entire tGfele.” (Valerdi &
Wheaton, 2005, pp 2)



Systems engineering is, in practice, an often cehmmsive process involving iterative
and recursive problem solving methods. When devedpp new system the systems
engineering process consequently sets the frameweorkow to conduct the system
safety process as well (Department of Defense, 200Dbther words, the perspective of
system safety is closely related to the processysftems engineering but instead it
focuses on preventing foreseeable accidents andinionize the result of unforeseen
accidents. Thus, system safety analyses primaohcern the management of hazards,
which involves identification, evaluation and hagsf elimination of them (Leveson,
1995).

At the initial state of a system development effoeguirements are defined in order to
specify what should be implemented. This action Iecobe called requirements

engineering. Requirements serve as the map of bawitle and channel the efforts made
by engineers and developers. Hence, analysis afireggents is a crucial part in the

commencement of systems engineering and is frompibiat an integrated part of the

system safety process as well (Department of Defe2@01). The cost of engineering
requirements varies from 10 to 15 % of the wholteay development cost. (Kotonya &
Sommerville, 1997)

Requirements can formulate both what the systemlghdn and how it should be done.
In essence there are two types of requirementstiumal (FR) and non-functional

(NFR), where safety is related to the latter. NFdRge restrictions on the system

development, the actual product and specify extecwnstraints. (Kotonya and

Sommerville, 1997) The quality of the requiremehés a great impact on the rate of
success of the development effort, since they afflgost all of the performed activities

within system development (Nuseibeh and Easterhr@6k0, Tsai, Mojdehbakhsh &

Rayadurgam, 1997). In order to avoid costly destipanges at a later stage, the
requirements should be as complete as possibleebgtart of the development process.
However, there are only a limited number of methtius enforce such an approach
(Appukkutty, Ammar & Popstajanova, 2005). Insteegfjuirements are being refined
during work iterations of system development, tergually be verified during the later

stages of life cycle development. (Kotonya & Somvitley, 1998).

1.2 Problem discussion

System safety analyses are often part of a systewel@pment and deal with
requirements, in theory often described as threegsses; the system safety process,
system development process and the requiremeniseenipg process. In brief, it is
important to understand that system safety is vobdrk separated from its wider context.
The larger context of a system development is akmirseveral aspects and implications
for the system safety analyses. In addition, cactibns of large systems often require
several stakeholders to contribute to system saégfyirements. Typical stakeholders in
one particular industry are: managing authority, stomer and system
developer/contractor. Due to this interdisciplinatyucture there are a wide range of
requirements and actors to consider. What also &mldee complexity of the system
safety effort is the diversity among different isthies when it comes to development
techniques, processes and ways to write requiremé&tglevant to this study are the
defense industry, Air Traffic Management (ATM) irstity and railway signaling
industry.

Contemplating the background of how to build a saftem a certain complexity of the
work structure is easily acknowledged. The prodesfirst define an appropriate risk
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level on a system and further refine this requinethoe risk level down to specific parts
of a system is complex and often lacks logical me@surable means. Nevertheless, from
the systems safety engineer’s point of view, thar@gch is to pragmatically achieve this
by best effort. How can one then assert a certai level over a system? In brief,
different domains have attacked the issue difféyaarid in time obtained methodologies
or techniques to manifest the safety of a systemnyVsafety assessment techniques are
considered to be bottom-up approaches. Howevep-dawn approach dealing with how
tools and concepts will work together is desirablerder to first settle the overall target
level of the risk and further requirements consitste the requirement on total system
level (Drogoul, Kinnersly, Roelen & Kirwan, 2007).

1.3 Problem presentation

Standards describing techniques and methods dogethito each industry, claiming
differences in the effort on system safety engineBespite the apparent differences in
methods and standards the ways to handle systesty dafve many common aspects.
Therefore, it is interesting to identify such sianities and to explore the methods best
suited to match a particular set of circumstances.

There are several different ways to state requintsp@nd eventually verify them. Those
are often divided into quantitative and qualitativethods. The structure of defining,

refining and allocating an appropriate risk level most straight-forward when a

guantitative methodology is used but are indeedrmect due to the fact that numbers do
not fully capture a behavior of a system. Furtheanthe behavior of complex system
can never be modeled since the dynamics of a systetnits parts can never be
apprehended within a fully-fledged model (Levesd®95, Zio, 2009). Despite the

several inconsistencies of a numerical model, theraach has gained a widespread
recognition. Although system safety is not a uxifieethodology the question arises if it
is possible to generalize and propose a work sirectto manage quantitative

requirements in system safety.

1.4 Problem formulation
In accordance to previously presented materialptioblem formulations for this study
are:

* What different methodologies are available todaelioit, refine and allocate
quantitative requirements relevant to system safety

» s it possible to suggest a general approach, mgithe work on quantitative
requirements in system safety and if so, what wsulth an approach look like?

* What differs among the three industries and whaldcbe learned in order to
improve the situation of today?

1.5 Purpose

Today there is no general approach on how to apglgte to and work with quantitative
safety requirements. This is partly due to the fiaat different industries follow different
standards adjusted to the particular charactesistidheir industry. Yet, the methods to
handle requirement allocation and refinement aceight to be commensurable on at
least a set of different characteristics. Synerffgces from industries and standards are
therefore subject to analysis and can presumablyabeled cross-sectional, and add to
accumulated knowledge and experience on how toléanel problem.
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The ambition of this project is to develop, tesdl aalidate a model, which structures the
process of quantitative requirement formulation eefthement.

1.6 Relevance

The quantitative approach towards risk analysis diatng the last centuries gained a
widespread credibility not only amongst the higtkrand mature technologies, such as
the nuclear industry and the avionics systems,hlastlately also interested other areas
(Abrahamsson, 2002). Surmising risk numericallgfien an arduous task and is always
done by best effort (Leveson, 1995). The continubus cross-sectional development
within this area requests the profession to hadiferent approaches.

Even within a certain industry the problem is sames clearly formulated. In the
railway industry a manifested deficiency is theqass of deriving and allocating a high-
level quantitative requirement to system entit€@&ENELEC, 2007, European Railway
Agency, 2007) The same goes for the armed forahsstny. According to Ekholm (2005,
2006) new methods are needed to develop and déskiéudgets, distribute these to
underlying sub-systems, and monitor the desigreaisievements keeping the TSR (Total
System Risk) within these borders. A more genernah@ilation is given by TechAmerica
in one of its latest press releases:

“ANSI/GEIA-STD-0010, Standard Best Practices fost&y Safety Program
Development and Execution, establishes a consedsfisition of system

safety and related best practices. The new standaitesses a perceived
lack of guidance in how to best meet system sadgtyirements while also
ensuring that any residual risk has been commuad#b the end user and
procuring authority. This is the next generatioarstard derived from MIL-

STD 882.”(TechAmerica, 2009, page 1)

The focus of this project is primarily to highlightiestions relevant to practical work in
system safety. High-level quantitative requiremgngs by legislative organs, sometimes
result in considerable challenges to system safealysis in the sense of handling and
relating to them (Martinsson, 2009).

1.7 Delimitations

The scopes of this thesis will not fully cover field of system safety but instead it will
briefly describe the background of conducting syssafety analyses. Furthermore, there
are an extensive amount of different methods aviailavhen to perform system safety
analyses. The meaning of these methods is foithkss only relevant when it comes to
how these methods derive quantitative requirements.

This thesis will be based upon a multiple case ystimtusing on system safety
requirements within three different industries, ATMefense and railway signaling.
Although a suggested process to handle quantitateguirements could indicate
possibilities of generalizations (Merriam, 1994),should be noted that Kotonya and
Sommerville (1997) state that a requirement engingerocess as a whole, has to be
specifically developed to suit a certain companye Tiewpoint for this study has been
Combitech and their interests. Combitech is agbwmarily in the aviation industry and
the defense industry but has earlier worked withréilway signaling industry. Each of
these industries has a well-developed safety ailamd in comparison having both
similarities and differences. To choose these itrtissas sources to cover the viewpoint
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of Combitech was therefore natural. The possibgitio gather facts and to be able to
contact knowledgeable persons thereby increasesidmrably.

Moreover, this thesis will exclusively handle qutative requirements, i.e. requirements
stated numerically. Further delimitations involvlet exclusion of requirements

verification and validation. Instead attention rsnparily given to issues concerning the
requirement elicitation, refinement and allocatipnocess. As a consequence the
development life-cycle is not fully covered. Safetyethods to discover potential

hazardous events will not be covered either.

1.8 Disposition

This thesis has partly been written in collaboratiwith Johan Eklund at Véaxj6
University in Sweden, whose master thesis is naf@docess for Hazard Identification
— An approach to effectively improve inputs to tyafequirementsThe result from this
collaboration is found only in the first part inghthesis, namely chapter 1.1, 1.8, 2, 4.1,
4.5, 4.6, 4.7 and 6.1. It has been a clear distindietween the projects since this thesis
solely considers quantitative methods and requintésne

The structure of this thesis follows general acdadepninciples, where the scope and
intentions of the project is declared in chapteChapter 2 intends to give a thorough
description of how to relate to fundamental sciemtmethodologies and place this

project in relation to acknowledged philosophiessofence. Chapter 3 aims to give a
brief description of systems but also the relatorsystem safety. This chapter is to be
seen as the first part of the theory. Chapter théurexploits the systems safety effort and
explains the relation to, for example, the requeata process. Chapter 5 extracts
relevant theoretical frameworks from Chapter 3 d@ndnd further aims to build the

theoretical foundation of the model.

Chapter 6 and 7 are the chapters where all theegathmaterial is presented. Chapter 6
intends to give a description of each domain seplgrédut also to give a description of
the methods found, relating to quantitative requeats management. Chapter 7, on the
other hand, aspires to evaluate the methods fountd deescribed, in chapter 6 by
unfolding their pros and cons.

Chapter 8 analyzes the gathered material and pun itelation to the theoretical
framework. The chapter highlights the most impdrteimaracteristics of the industries
and discusses their importance in order to extéedtheoretical model described in
chapter 5 by the collected methods found in chapteand 7. Chapter 9 describes the
model and how it could be used which are part efdbnclusions made in chapter 10
along with brief answers to the research quesi@sed in chapter 1.
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1.9 Time frame
This table describes the time frame for this stadg the sequential distribution of the
different activities.

el o ol ) N ) 2
Reating iterture (e o

Planning
Introduction
Checkpoint 1
Methodology
Theory

Planning visits
Checkpoint 2
Empirical Findings

Model
Development

Checkpoint 3
Test the maodel
Results

Conclusions

Recommendation
Adjustments

Final Submission

Figure 2 Time frame
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2 Method

The following chapter provides a description of teiidies’ practical approach in
relation to available theoretical frameworks. Restadesign and information about
data collection will be treated along with the erita to achieve a higher level of validity
and reliability.

2.1 Scientific approach

The research approach refers to available methgoba@loapproaches on how to relate
theory and reality in order to draw scientific clustons. Deduction and induction are the
two contrasting and recognized methods (Thurén,7R0According to Bjorklund and
Paulsson (2003) deduction starts from the thealetiramework and continues to draw
conclusions about the empirical findings which erée verified by collected data. On
the other hand, induction first endeavors to discopatterns in reality that can be
formulated in theories and models. According to @isdon (1998) the research process
sometimes take the form of circular iterations withdistinctive end or beginning from a
given research method. The research evolves froestigquns which are answered by
existing theories, to argumentations in empirigatlihgs, which in turn leads to new
guestions both for theories and empirical findimgs. Oscillating in this way between
scientific approaches is captured in the third additional methodological perspective;
the abductive (Bjorklund and Paulssen, 2003). Theralso a fourth method available
based on deduction, called hypothetic deductioatefR: Davidsson, 2003) The method
draws conclusions from theories, which in turn tested to see if they correspond to the
reality. This thesis gathers relevant facts tortfuelel development both from established
theories and empirical findings. That approachdatéid the use of an abductive method,
because it neither starts from a thorough theaetittew nor starts with collecting
empirical data in order to relate to acknowledgeskarch, but instead circles between
different perspectives. However the model is ineshdio be tested in reality and that
indicates a hypothesis deductive method with anrmétion basis collected through
abduction.

2.2 Research design

According to Yin (2003) predominantly four typesaatse study design alternatives exist.
The first distinction to be made is weather to perf a single-case - or a multiple-case
study. The multiple-case study can require extensdgources and time and in addition
each case should serve a specific purpose witkiovkrall scope of inquiry. Secondly, a
case study can be either holistic or embeddedhohstic design of a study examines the
global nature of an organization or program whiteeanbedded design give attention to
subunits or subsystems, (Yin, 2003). The embed@sigd may include the collection
and analysis of highly quantitative data, includithg use of surveys. Salient for the
multiple-case study is the attempt to enable rapba in order to see if the findings
could be reproduced, this in order to see if thgimal finding could be considered as
robust. This logic should also inflict upon the i®oof studied cases Yin (2003). Either
the studied case predicts contrasting results mmilasi results. A readily developed
theoretical framework is therefore important in @rdo generalize amongst the cases
studied.

Since this thesis study three different industfiesn one case company’s perspective it
could be described as a multiple case study. Wigdnh industry only the generic

process of requirements is of interest, which sstggthe character of a holistic design.
Due to this choice of method a rich theoreticatfeavork is needed.
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2.3 Data Collection

This section aims to briefly explain how data hasrbcollected and triangulate this over
the scientific field of qualitative investigatiomsd case studies. The qualitative method
aims at generating a deeper understanding of thigleon area through different types of

data collection, (Anderson, 1998). Suitable methtmlsuse are e.g. semi-structured

interviews, interpreted analyses and different forof observations. The mentioned

methods are all methods to gather primary datadia¢a collected by the researcher
himself, while data compiled by others are calledomdary data (Anderson, 1998).

To enable transparency and placing this study broader scientific context literature
studies are preferable. Reviewing literature isdedeto deepen the knowledge within the
research area and to eventually formulate the pnoldpecific to the study. To achieve
this it is important to first understand; previoussearch (1), existing theory and
knowledge (2), relevance of knowledge within thelpem area (3), and for selecting
research strategy (4) (DePoy and Gitlin, 1998).

2.4 Literature review

According to Merriam (1994) all research should énats’ foundation in previously
performed research within the area. Merriam (1994des that the value of a research is
to a great existent based upon how it fits into eeldtes to previous research. It is also
important to discuss how a research distinguistsedf ifrom others. A literature study
can be divided upon three categories; integratediet that sum up past research,
theoretical reviews focusing on relevant theoriad methodological studies that focus on
research methods and definitions. However, in pra¢chese methods are often combined
(Merriam, 1994). Literature consists of printed ematl such as books, articles, reports,
essays and handbooks etc, (Ejvegard, 2003, Merd88¥). It is also important to note
that literature is secondary data and to be awanés eventual biases (Bjorklund &
Paulsson, 2003). This study provides a discussidiow it relates to and distinguishes
itself from other studies in section 1.6 Relevarigata from the literature study will be
chosen with consideration to its origins and evahagenda. The frame of reference for
this project will be based on information collecttdm relevant articles, literature,
manuals and standards which are all classifie@esnslary data.

2.4.1 Observations

When performing case studies multiple data colbectnethods are often needed. This
project is conducted one case company with sewvasds, which imply observations of
the daily work of safety engineers. This environtneh social elements could also
possibly affect the outcome whereas it is preferdbl support the data collections by
other methods e.g. cross-checking and intervieviia, 003)

Observations can be further categorized in direlbseovations and participating
observations. Direct observations can involve olzemns of meetings and discussion
and are often useful in providing additional infatmon about the topic being studied
(Yin, 2003).

Participating observations indicate that one takacive role in the events being studied
(Yin, 2003). This way of collecting data could itw® major problems; when interacting
with the environment being studied, in terms of gutential biases produced. In this
position, a common phenomenon is to become a stgvpof the organization being
studied. In addition, participating observationgnstimes require too much attention
relative to the role as an observer (Yin, 2003). the other hand, participating
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observations also provide opportunities in theitghib gain access to events or groups
that are otherwise inaccessible. The usage of tdard participating observations is
suitable for this case study due to daily inteadi at the workplace. Practicing these
methods will be good for the contextual understagdif the studied problem.

2.4.2 Interviews

According to Yin (2003) interviews require the dlyito work on two levels at the same
time; satisfying the line of inquiry and simultamsty create an open and friendly
atmosphere. The more the respondent assists iabine stated efforts the more of an
informant he becomes. An informant distances himBein being a respondent by
providing insights and to suggest further sourcéscarroboratory or contradictory
evidence (Yin, 2003). Informants are indeed ackeogkd to be one of the primary
sources of information for this study. During thgtér steps of this study a series of semi-
structured interviews are held. The semi-structunéerview is appropriate when certain
empirical and theoretical knowledge exists wittiia airea of research. There often exist a
few topics and circumstances for the interviewvolee around which most often are in
printed form (Anderson, 1998).

2.5 Scientific credibility in case studies

Scientific researches including qualitative caselists strive for valid and reliable results.
These concepts could be achieved by close attemorthe method for gathering,
analyzing and interpretation of the information.lifidy and reliability in case studies
could be summed up in this sort of question — tatwlegree could the researcher trust
the results from a qualitative case study? (Merria@894)

2.5.1 Internal and External Validity

In the case of internal validity the question ighé results of a study are coherent with
reality and if the scientific researcher measuratwh intended (Merriam, 1994). Within
qualitative research there are six fundamentategras that can be used to achieve high
internal validity; triangulation, participant coatr observation, horizontal review and
criticism, participant approach and clarificatioh reference point (Merriam, 1994).
Internal validity will be met by applying followingstrategies. Triangulation, both
theoretical facts and empiric data will come froniffedent sources. Company
representatives will read and comment the studgutjnout the writing process and
participate during model testing, which is equivle participant control. There will be
some observations but not extensive enough totlatl strategy fulfilled. Horizontal
review will be achieved through continuous discoissiwith a tutor.

External validity is according to Merriam (1994)alieged when a study could be
applicable in another context than the original, how well suited it is for generalization.
Merriam (1994) states that it is a prerequisitditst have achieved internal validity in
order to make generalizations. On the other hamdrnal validity is often achievable in
gualitative case studies. A method to increase pibgsibility of generalization is to
include several cases that concern the same iddeeridm, 1994). The ability to
generalize the outcome of this study is increasethé fact that it is a case study and it
will examine similar cases in different industridie execution will be documented and
structured to further improve generalization oppoities.

2.5.2 Reliability
The reliability of a study defines to which extehie content could be reproduced
(Merriam, 1994). To be able to reproduce a stueyatlthors have to describe the plan of
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examination as thorough as possible (Yin, 2003jthfen the purpose of reliability is to
minimize the number of faults and biases that cewolve. Yin (2003) also states that a
good method to meet the reliability goal is to parf the study in a way that enables an
opponent to follow the methods and reach the samelgsions.

2.6 Method summary

The scientific approach for this study could bectiégd as a mix between abduction and
hypothesis deduction. Due to the considerationhoée different cases within the case
study the thesis could be described as a multgée study. Measures taken to improve
validity include the use of triangulation and theewf multiple cases within the case
study. The gathered data mainly comes from obsenst interviews and literature
studies which imply that this study is to be ddsedi as a pure qualitative. In order to
attain a satisfactory reliability and validity timeethod has been explicitly discussed in
chapter 8.6 Method discussion.
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3 Introduction to systems and system safety

To understand the basic concepts of the systentysffert the fundamental terminology
has to be clarified and explained. The aim of thapter is to briefly examine the most
fundamental terms and put those into the scientifioctext of system safety and system
theory.

3.1 Systems fundamentals

In our everyday life we all interact with and usemerous systems. Systems are a part of
our society and are therefore fundamentally integraven down to a personal level.
Some of these systems are rather easy to compréiuenol a greater extent used without
any deeper understanding. The word systems arenanca word which therefore calls
for a definition:

“A system is a set of components that act togetbeachieve some
common goals or objectives... The concept of a systéies on the
assumptions that the system goals can be definddtrat systems are
atomistic, that is, capable of being separated itnponent entities such
that their interactive behavior mechanisms can bscdbed...”(Leveson,
1995, page 137)

According to Zio (2009) modern systems has fourdbesmponents: hardware, software,
organizational and human. Leveson (1995) furthatest that the system may have
internal subsystems but could also be a part afget system. The components that are
not part of the systems but whose behavior carcififie system state are defined as the
environment The interactions between the system and its gsieim are defined as
inputs and outputs which also implicitly define tegstem boundary. (Leveson, 1995)
See Figure 3.

—

System Environment
boundary

Output

Figure 3 Definition of a system, (Leveson, 1995 Page, 137)

In this thesis the termaystemwill be constantly recurring and often in the miegnof
complex systemé#ccording to Martinsson (2004) complex systenes raulti-functional,
exhibit an increasing complexity over time and difficult to survey. An organization
exercising several rather complex systems is thed®&h Armed Forces (FM). Future
systems operable at FM have to be able to handleraleunpredictable tasks in a
complex world. According to Ahliret al (2005) complex systems do not only embrace
technical artifacts but also organizational aspestish as competence, processes and
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information. FM will in the future be regarded assystem, compounded of several
integrated sub-systems, with the purpose to megieaific need or solve a certain task.
(Hagstrémet al, 2005)

3.2 Systems theory

The scientific method builds upon the idea of réiu repeatability and refutation
which systems theory is a reaction to, or a compldgary approach to. The concept of
reduction, considering systems, makes the assumiftai systems can be separated into
subsystems for analysis purposes without distottiegresult. Doing this will not affect
the overall system analysis which also imply threg &xact number of interacting parts
are known and limited. Systems fulfilling this mlg described as exhibitiragganized
simplicity. (Leveson, 1995)

On the contrary, systems can also display whatrigtsohave labeledinorganized
complexity This means that the idea of reduction do notyappt are instead described
as complex but regular. They are also random endagbe described by statistical
means. (Leveson, 1995)

A third type of systems has been categorized athitixiy organized complexitywhich
means that a system is too complex for complety/sisaand too organized for statistics.
System theory specifically provides a means of st systems exhibitingrganized
complexity Social systems, biological systems, complex saiwand complex
engineered systems are all examples of systemsettfabit organized complexity.
(Leveson, 1995) See Figure 4.

Unorganized Complexity
(can use statistics)

Degree of Organized
randomness Complexity

Organized Simplicity
{can use analytical
reduction)

Degree of complexity

Figure4 Complex system (Leveson, 2002, p 44)

To understand and anticipate the behavior of a t@xnpystem, several models or
theories are developed. According to Zio (2009) smystems are best explained in
terms of distributed systems, constituted by netaasf components which is often
referred to as infrastructures e.g. computer amdneonication systems, rail and road
transportation systems etc. A number of these myste critical to society and it seems
that classical methods of reliability and risk ais& fail to provide proper instruments for
analysis. Innovative and promising approachesvergby findings in complexity science
where advances have indicated that many compleberags technological, natural and
even social are hierarchies of networks and compusnimteracting through links or
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connections. It is from the interactions of the poments in such systems or networks
that the behavior of the system emerges as a wizbte.2009)

Levesson (1995, 2002) gives a thorought descriptibthe system theory based on
complexity science and how it is relevant to syssaifety. According to Leveson (1995,
2002) systems exhibitingrganized complexitgan further be expressed in terms of
emergence and hierarchgnd communication and controlThe first model can be
expressed in terms of a hierarchy of levels of wizgion. The levels below are less
complex than the levels above and on the firstite®mergentproperties does not exist
(Leveson, 1995). Emergence is here a concept sdlgatgcomplex systems can have
gualities not directly traceable to the systems poments but is the result of the
complexity itself. The concept of emergence is tea that at a given level of
complexity, some properties characteristic of feael are irreducible. (Leveson, 2002).
The latter model partly refers to the first by teeminology of hierarchies meaning that
hierarchies are characterized by control procespesating at the interfaces between
levels and that the control process yield activganingful at a higher level. The
activities on each level can be captured by its alynamics which does not apply to
associate levels only that upper levels composstrints on lower levels. Furthermore,
each level is captured by its own control actigtighich imply the need for
communication with its environment in form of inpwnd outputs. (Leveson, 2002)

According to Leveson (2002) safety is an emergeapgrty of systems due to the fact
that it is the context of a system or sub-systethiemninteractions to the environment that
determine the degree of safety. The emergent piepeare controlled by sets of

constraints (control laws) related to the behawibthe system and accidents stem from
lack of appropriate constraints on the system corapts interactions.

3.3 System safety

The discipline of system safety is tightly coupieith other disciplines and therefore it is
hard to give a sharp definition on system safetyngequently, it is interesting to also
describe parallel and similar disciplines in ortlerget a better grasp on what system
safety is.

Definitions on system safety are found both in Btdpstandards as well as in literature.
In the railway signaling industry Reliability, Avability, Maintainability and Safety
(RAMS) are treated together and also have aspactoinmon (CENELEC, 1999a).
System safety in practice places protection barrear safeguards from hazards posed by
the system operation. Hence, the discipline rdligbéngineering is relevant to system
safety whereas reliability engineering aims at difiaation of the probability of the
system and its protective barriers (Zio, 2009). &ding to Zio (2009) the availability of
system could be treated by modeling techniques asamulti-state systems (MSS) and
could be relevant to a system safety effort ifltss of functions constitute a danger.

Furthermore, to obtain the best results from metheot practice, system safety involve
the entire life cycle of system development refeyrio its design, production, testing,
operational use, and disposal, (Leveson, 1995, Ieki8oBoértemark, 2009) which calls
for life-cycle analysis. Dependent on the phasdabénsystem life cycle different types of
dangers or possible accidents are to be considBexelov, 2009).

The last decades has also shown that organizatawlhuman factors are becoming
increasingly important throughout the entire lifgcle of a system. The reason is that,
especially in highly critical systems such as gamoe and nuclear applications, the
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reliability of hardware components has significgntinproved. Instead the relative
importance of organizations and operators has ase calling for Organizational and
Human Reliability Analysis (HRA). (Zio, 2009) Thisirther widens the scope of the
system definition to socio-technical systems bysodering factors such as safety culture,
social processes, regulations, market pressures patitical pressures etc. of an
organization as well. (Leveson 1995, Zio, 2009)

There is also a weak distinction between systerstyadnd the ternsecurity Both
gualities deal with threats or risks but actuakiytile risk to different properties. Security
predominantly handles risks or threats to privaog aational security whereas system
safety handles threats to life or property. Systafety primarily focuses on the early
identification and classification of hazards in erdo take corrective actions before the
final design is made. This often causes a tradsetfileen safety and design goals such as
operational effectiveness, performance, ease oftuse and cost.

However, there are plenty of available definitimmssystem safety and below only two
are given, the first from theory and the lattenirthe armed forces industry:

System safety is the discipline ta:.prevent foreseeable accidents and to
minimize the result of unforeseen ones...The primangern of system safety
is the management of hazards: their identificatiemaluation, elimination
and control through analysis, design and managempriicedures”
(Leveson, 1995, page 150)

System safety is defined dsharacteristics of a system that prevents injury
to personnel and damage to property and the enwiemt” (Swedish
Defense Forces, 1996, page 21)
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4 Requirements management

The following section will describe the approactddheory that has acted as support as
well as analytical tools during the project. It amo provide the necessary frame of
reference in order to define the system safety gg®@s well as analyzing it with the
system safety requirements process context in mind.

4.1 Classification of stakeholder requirements

Identifying, and controlling hazards that coulddga an accident are the core activities
within system safety (Stephans, 2004). The ideytifbn of hazards is also the first
essential step of developing system safety reg@nesnaccording to Sommerville and
Sawyer (1997). But all requirements are not derifredh identified hazards, Kotonya
and Sommerville (1997) and Stephans (2004) stdiaes éxternal certification and
regulatory bodies as well as customers and proamenorganizations also places
requirements on system safety.

Kotonya and Sommerville (1997) further argue thafety requirements are a type of
Non-Functional Requirements (NFRs). Other featuted belong to the mentioned

requirement class are security, usability, religbiand performance. However, it is

important to note that the distinction between N&Rl Functional Requirements (FR)
can be vague (Kotonya & Sommerville, 1997). Somitierand Sawyer (1998) give an

example; a safety requirement may demand that aratgy shall not have access to the
machine components if the machine is running (a NFRis requirement may result in a

FR that forces the system to shut down operatioih® icasing is opened.

Certification and regulatory bodies as well as @ongdrs and procurement organizations
often place NFRs on the system. Sommerville andyB8awl1998) state that these
requirements generally place restrictions on tlstesy as a whole and that they may arise
because the end user of a system needs to ses thehr safety goals are met.

In general NFRs places restrictions on the prodirct development (product
requirements), on the development processes ([moegsairements) and specify external
restriction (external requirements) that the praducprocess must meet (Kotonya &
Sommerville, 1997). Kotonya and Sommerville (198%te that product requirements
specify which characteristics a system or subsystenmust have. Most of these
requirements place constraints on the systems havurn given to system designers.
Specific NFRs constrain the development processoyfstem instead of the system itself
(Kotonya & Sommerville, 1997). This sort of requivent is often based on development
methods and standards. External requirements nmiaie reo both the process and the
product and could be derived from laws, regulatiam&l the systems environment
(Kotonya and Sommerville, 1997).

23



Inputs from stakeholders
S}r‘StEI’I‘i REC]U!I’EI'I‘IEI'IIS Customers, procuramant
I organizations, standards
] I laws, certification and
regulatory bodies

&

[ Functional Requirements Non-Functional Reqmrements—‘

Safely Requirements from
stakeholders [ 1

I Product Requirements I Process Requirements External Requirements |
]
1
| Prop. I| Envi ] | Hea|1h| Activities in the safaety Development | Prop. || Enwi. I | Hﬂal'.h|
process processes

Figure 5 Classification of stakeholder requirements

Firesmith (2004) presents a further breakdown tdtgaequirements. The author derives
safety form the quality terndefensibility where after he divides safety into; health,
property and environment. Health is defined as lhickwv extent iliness, injury and death
are avoided, found and reacted upon. Similarlyperty and environment refer to the
avoidance of accidental damage and destruction mipgoty and environment,
respectively. The synthesis of the gathered thedsiéurther illustrated in Figure 5.

4.2 System safety process

The process of how to conduct system safety isiniversally agreed. Different levels of
elaborate efforts are found which are differendiétails but similar in essence. According
to APT Research Inc (2007) and ITAA (2008) the glegprocess could be extended to
five major elements; program initiation, hazard nidfécation, risk assessment, risk
reduction and risk acceptance. According to IEC98)9the system safety process is
described by three major elements; risk analysisp@ definition, hazard identification,
risk estimation), risk evaluation, (risk toleratylidecision, analysis of options), risk
reduction/control (decision making, implementatiompnitoring). These tasks must be
performed throughout the life cycle of any projeet the concept phase, design phase,
production phase, operations phase and disposséptttephans, 2004)

The life-cycle of the system starts by a techngmcification conveying the contextual
environment where the system is meant to operaism Fhis document aspects solely
referring to system safety requirements are derivfedot stated explicitly. The overall
description of the system initiates the phase ofaldh identification. The hazard
identification process is concentrated in the cph@nd design phases but continues
throughout the life-cycle. Once the hazards aratitied they could also be assessed and
analyzed. The goal is often to quantify risk froither actuarial data, handbook values or
subjectively by judgment-based estimation. (Clem&®itzer, 2006)

Identifying and controlling hazards that could le¢ada potential accident are the core
activity of the system safety effort (Stephans, 400The craft to avoid accidents

resulting from hazards are often restricted andtdichby the inherent composition of the

system but there are actions more powerful thaerstiThe precedence to reduce the
identified and assessed hazards has a widely atteptler (Leveson, 1995, Stephans,
2004);
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Hazard elimination, (alter the design)

Hazard reduction, (introducing barriers)

Hazard control, (warning devises or isolate theesysrom population centers)
Damage reduction, (provide training and education)

PwONPE

Figure 6 is a schematic picture showing the conoépgtazard causes and their effects
which are to be controlled by the system safetycgse. Barriers are to be seen as
mitigators of a hazard, reducing the severity a& gnobability of a hazard. Suppose
Accident 1 (from Figure 6) is considered the mastese accident, a barrier can then
decrease the possibility of it to occur. The bargeuld result form a requirement
imposed by safety engineers. By adding barriergréwent Accdent 1 from happening,
the probability for other effects from this hazavduld increase i.e Accident 2, 3 and the
Incident (from Figure 6). An Event Tree Analysis ATs often used to identify the
effects of a given event (Swedish Defense Forc896)1 The mitigations are then
captured in the forks of an ETA. The Fault Tree lxsia (FTA), on the other hand, is an
analysis method which investigates a hazardous teuenorder to identify the
combination of subordinate events which could cahsetop event. (Swedish Defense
Forces, 1996)

O
1 [
I 3_I_ Hazards ||| —u

-

i

Accident 3

Incident

li

FTA ETA

Figure 6 Hazard Concept

When design and development phase are completesyttem could also be evaluated
and tested. This is often called an acceptanceysinand the goal is not to guide the
design process of the system but to evaluate tleupt. This occupation should
therefore not include just estimates of probabibtyd consequences of hazards and
accidents. Yet systems must be designed while ledye of risks is incomplete or even
nonexistent. The risk assessment of hazards andeats attempts to solve this dilemma
(Leveson, 1995).

Since this study focuses on quantitative requirdmm@md how these are elicited and
allocated from authorities and such this whole psscare important. Especially the risk
assessment of single hazards is interesting inr dodgquantify those and enable suitable
risk reduction measures.
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4.3 Quantitative Risk Analysis (QRA)

To quantitatively regulate potentially hazardoushtelogies, a calculation of risk has to
be made. First to be able to pose a quantitatifetyseequirement, then to analyze and to
assure that the system meet ends with this reqaimmeniHardwick, Pfitzer, B & Pfitzer,
T, 2004) QRA is performed by three reasonsv{v.anticlue.net/archives/000819.htm
2009)

» To access the probability of achieving specifigjgcbobjectives.
* To quantify the affect of the risk on the overalbject objective.
* To prioritize the risk based on significance to raeproject risk.

QRA methods originated in the early 1960s and west employed in the nuclear
industry and the aerospace industry. With contiguise, the assessment methods were
refined and have ever since become more formabeieatific. (Hardwicket al, 2004) In
Sweden, the QRA methods have proven useful asdoibssible to discern a considerable
use of QRA methods. Though, the analyses oftenifatiomogeneity due to the lack of
consensus concerning which methods, models andsirghould be used. Especially
when it comes to analyze the inaccuracy of a QRAiclvare inevitable introduced when
using QRA methods. Abrahamsson (2002). Without scudision about inherent
uncertainties of the results from an analysis tbeiad outcome are severely limited.
(Abrahamsson, 2002) A part of the QRA trend is ghdwy the increased use of risk
based standards and regulations which in turnf@alise of QRA methods. (Hardwiekt

al, 2004)

4.4 Critique towards the QRA approach

A quantitative approach towards system safety thimithe community of system safety
subject for extensive criticism. The debate briadpout issues and reasons why it is
impossible to make use of numbers and calculatdmisks. Although arguments are not
completely rejected by persons who advocate sucpproach they emphasize the need
of quantification means, primarily by pragmatic seas i.e. to enable a framework to
prioritize hazards and thereby provide input forcisien making. An intermediate
critiqgue is that it can be difficulties in assegsia design against a quantitative risk
criterion at an early design stage where the kndgdeof the system behavior is limited
(Drogoulet al, 2007).

According to Leveson (1995) the quantitative apphokacks credibility by reason of

several unrealistic assumptions; failures are randesting is perfect, failures and errors
are independent etc. Additionally, a probabilististory of failures is often non-existent
due to the fact that high technology systems oftentain new components and sub-
systems. Taken together the quantitative approsadiound to contain errors and if the
heart of the system engineering effort is to qdgntsks simpler and more meaningful

engineering processes could be neglected and okedo (Leveson, 1995)

System safety is closely related to reliability iegring and the two disciplines and
overlaps in one aspect; how to deal with uncenyaidbwever, in spite of the effort put
into improving understanding of complex systems pratesses, the fundamental issue
of how to represent and interpret uncertainty resai(Zio, 2009) Generally, the
uncertainty can be of two different types: randossndue to inherent variability in the
system (aleatory), and randomness due to lack ofvladge and information of the
system (epistemic). In current reliability assesstrend risk assessment both types of
uncertainty are represented by means of probahdigyributions. This way to handle
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uncertainty has come under criticism when questiaghencertainty is best represented

by a single probability or if intervals are need#ds further suggested that probability

should solely refer to binary or more preciselyinked events. Suggested alternatives for
addressing the problems include concepts as phigsibeory, evidence theory and fuzzy

probability. (Zio, 2009)

4.5 System safety requirements process

When trying to place the system safety processwidar perspective it becomes obvious
that risk management is a natural part of otheviies e.g. the requirement engineering
process. Safety requirements are derived fromsafedls and policies as well as from
hazard analyses (Firesmith, 2004, Sommerville & ¥awl1997). How these activities,
risk management and requirement engineering, aneexted is presented in Figure 7 and
further based on the literature from Kotonya & Scemille (1997). The arrows that are
pointing backwards in the model indicate that tlotivdies are of iterative nature
(Kotonya & Sommerville, 1997). As seen in Figuréh@ overall requirements process of
a system has a slightly different notation in corgman to the risk management process,
partly due to the scientific origins, yet the premes are deeply interwoven. Relevant
when embarking on risk management is often a sabsftract requirements. Those could
be thought of as the input to the system safetgge® The output, on the other hand, is
the set of suggestions and improvements that atebéek to the main requirement
process, which is further discussed in the nexti@eqKotonya & Sommerville, 1997)

Requirements Engineering |

Abstract
Requirements

1 L 4 » w
Elicit &l Analyze &l Document &l Yalidate
Requirements » Requirements ” Requirements I Requirements
"

ldentify Identify hazards Analyze hazards Suggestedsafety
associated safety ¥ requirements
considerations

T

Abstract Safety
Requiraments

b
-w
b

Risk assessment

Risk Management |

_________________________________________________________________________________________________________

Figure 7 Integration of risk management and requirementgreering (Kotonya &
Sommerville, 1997, page 208)

4.6 The requirements engineering process

In the previous section the relationship betweensystem safety process and the overall
requirement process is discussed. It is import@tietr in mind that the system safety is
a part of the overall requirements process whislo abncerns, for example, functional
requirements. Kavakli & Loucopoulos (2005) statat tfnere is no common definition on
how the requirements engineering process shouldbdled. However, the notation from
Figure 7 is discussed below.

27



4.6.1 Requirements elicitation

The process of eliciting requirements involves maanivities where the main output is
the identified goals, which provides the objectithat the system as a whole must
conform to. In a nutshell, they could be seen a¥at of the system requirements.
(Nuseibeh & Easterbrook, 2000, Kotonya & Sommesyill997)

Identification of system boundaries is an importaohtributor to the elicitation of
requirements. The boundaries are meant to desetibee the considered system fits into
the operational environment. (Nuseibeh & Easterkr@900) Kotonya & Sommerville
(1997) adds that system boundaries should be comepied with organizational
information, domain information and information abgrevious systems. In addition,
requirements are also discovered through stakehotaesultation, where a stakeholder is
the one who is affected by the success or faildrea system. Common types of
stakeholders could be customers and clients, deseoand users (Nuseibeh &
Easterbrook, 2000).

4.6.2 Requirements analysis

The output of the elicitation processes is analyiredrder to discover problems and
conflicts. It is common that requirements are imftot with each other and such
conflicts should be handled in negations with tysems stakeholders. Typical aspects to
consider performed during requirements analysegs raeessity checking, consistency
and completeness (no requirements should be cactyadand no services or constraints
should have been omitted) and feasibility (feasituethe context and the budget).
(Kotonya & Sommerville, 1997).

4.6.3 Requirements documentation

The document of requirements may have differentesasnich as functional specification,
requirements definition and software requiremepecHsication (SRS). The requirements
documents shall be formulated in such manner thainderstandable to all stakeholders
involved. Requirements can be complemented withgrdias and system models.
Kotonya and Sommerville (1997) and Nuseibeh andeda®ok (2000) state that it is
important to be able to communicate what is comemiea requirement among the
different stakeholders. The way they are documealsalplays an important role in order
to be properly read, analyzed, written, rewritted &alidated. Therefore the procurement
of traceability is an important factor when comnuating and documenting
requirements. According to Nuseibeh and Easterbf@0KO0) traceability is defined as
the ability to describe and follow the life of ague&rement both in forwards and
backwards direction.

4.6.4 Requirements validation

Validation of requirements is the process of emguthat the requirements elicited are in
accordance with stakeholders’ opinions about tls¢esy (Nuseibeh & Easterbrook, 2000,
Kotonya & Sommerville, 1997). System stakeholderguirements engineers and system
designers, should analyze the requirements togethéind problems, omissions and
ambiguities. Generally speaking, when validatinglureements the final draft are
scrutinized and especially concerns the matterosd the requirements are written. By
and large, validating requirements is fairly simila requirements analysis (Kotonya &
Sommerville (1997).
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4.7 Requirements specifications

The aim of this chapter is to highlight aspectspadcesses and how the processes fit
together. First, a categorization is made of paénrystem safety requirements, and then
the process of how to work system safety is desdrilihis process is further linked to
the overall system requirements process which seree are similar but has ha larger
scope. But what is then a high-quality requireméw@ording to the IEEE (1998) a good
requirement possesses the qualities captured in8thmarameters described below.
Although the parameters described predominantlyceon software requirements
specifications (SRS) those are deemed to applgdadquirements of the system safety
effort as well. Subsequently, the characteristica good SRS can be summarized in the
following:

e Correct. The SRS should be compared by superior specditstiother project
documentation, standards to ensure it agrees s@tho

e Unambiguous.An SRS is unambiguous if the requirement has aome
interpretation and remains so to both developedsugers.

* Complete References to all figures, tables, and diagrasnwell as the inputs
and outputs to objects should be correctly spetif@l in all, requirements
regarding functionality, performance, design camsts, attributes and external
interfaces should be acknowledged and treated.

» Consistentlf an SRS does not agree with some higher-leveunhent, such as
system requirements specification, then it is motect. The SRS should also be
internally consistent; specified characteristicsreél-world objects are not to
conflict, no logical conflicts between actions d@fetences in terminology.

* Ranked for importancelf each requirement has an identifier to indictte
importance or stability then the SRS is ranked ifoportance. Typically,
requirements are not equally important and coulddmked by the degree of
stability or necessity. The degree of stability denexpressed in terms of the
number of expected changes that affect the orgamizaunctions and people
supported by the system. Another way to rank requémts is to distinguish
classes of requirements as essential, conditiandl pptional.

* Verifiability. A requirement is verifiable if there exists sonmeté cost-effective
process with which a person or machine can cheakttie product meet the
requirements. To verify a requirement the termiggles important. Choices of
words as “works well”, “good” and “usually” are naerifiable. Therefore the
requirement should use concrete terms and mease ipadmtities.

4.8 Summary

In the first section of this chapter the requiretserelevant to system safety are
described. Those requirements can be seen as lovegalirements coming from
stakeholders constituting the context of a systéhen the process of system safety is
briefly described and how it is interlinked to theneral system requirement process.
Systems engineers are dependent on well-formukésty requirements engineered by
the system safety effort. In order to produce hqghatity requirements theory of how to
give a high-quality requirement is given. Emphasas further been put on the use of
guantitative requirements. Together the framewgjilke an accurate description of how
requirements are handled within systems developraadt how this is connected to
systems safety. Figure 8 serves as an illustradfotihe theoretical framework for this
study.
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5 Model development

This section attempts to describe how relevantribecare used in order to build the
theoretical framework employed when modeling theppsed work structure that
describes the relationship among different quatitiea requirements methods. This
section will make use of relevant theory, accomgrby opinions from the author
regarding the mattern other words, the general purpose of this chajgdo synthesize
the gathered and relevant theories and logicallythem together.

5.1 Scope of the model

The main scope of this project is to give an illasve relationship among methods
concerning quantitative safety requirements. Teeotle methods found and put them
into relation urges a thorough theoretical fourmfatiAlthough several theories are found
they often concern different matters that in itsirety do not support the scope of this
thesis. The modeling part is assisted by a moddéinguage called Unified Modeling
Language (UML) using activity diagrams. DifferenMU representations bring forward
different characteristics and the activity diagraexhibit, as the name suggests, the
performed activities and their relations.

5.2 Choice of theoretical framework

The reason why to rely heavily on theory from Lereg1995, 2002) is that no other
approach is found which combines ideas from systi@sry and system safety and the
fact that Leveson is an internationally acknowletigeuthor in the system safety
community. To integrate system theory and systef@tysare thought to be innovative
and intuitively correct. The approach suggestedysyem theory gives explanatory value
of the socio-technical aspects by enabling a systenbe described in layers or
hierarchies. The nature of complex systems is gfdweed to model and does not only
incorporate pure technical aspects. Handling syssaifety aspects is hardly pure
technical and therefore a theoretical frame ofrezfee allowing for a broader definition
of technology is essential.

5.3 Hierarchies of control

From Leveson (1995, 2002) the usage of systemsythiecalso applicable to system
safety. The general thought is that the concerrsystiems safety is captured at different
levels of hierarchy. The hierarchies are captungdhle emergent properties rising from
different levels of the systems concept. The hamas are described, in theory, in
diametrically opposed terms, from the hierarchiean apple (the molecules to emergent
properties such as the shape of the apple) to thanzational hierarchies handling
constraints and feedback (Leveson, 2002). One effitet problems is to define those
hierarchies; what do they concern, what links amhsates them?

According to Leveson (2002) accidents result froradequate safety constraints on the
behavior of the system components, i.e. the combaps between the various levels of
hierarchical control. The termoonstraintis central to avoid accidents and in essence
thought to be similar to the termequirement In other words, the requirements or
constraints serve as input and output to the @iffehierarchical levels which in turn are
formed by the control processes (Leveson, 2002).

The first step for any safety program is to idgntife hazards and in order to do this the
accidents must be defined for the particular systEne accidents, from a requirements
perspective, will also involve the entire sociokeical system which could potentially
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have an effect (Leveson, 2002). This work will fegua small set of high-level hazards
from an initiated system safety effort (Leveson)20which comply with a high level of
hierarchy. This structure suggests a generic sysedaty process starting at a high level
of hierarchy considering accidents and the ideaifon of hazards. All in all, the result
from control processes is constraints which shdaddtreated at the level of hierarchy
over which the system, subsystem or component igesttas control.

5.4 The communication and the control processes

According to Kotonya and Sommerville (1997) the teys safety process and the
requirement process are interlinked. The descnptiaf the two processes from Kotonya
and Sommerville (1997) are rather unsophisticatetlaae more profoundly described by
other authors. The system safety process, for ebearnape described in several other
articles, standards and books and contain sevet@hsgons but are in essence the same.
The systems safety design process is further destin accordance to Leveson (1995)
and Stephans (2004). Also, the requirement proessxtended by a few steps by
Nuseibeh and Easterbrook (2000). Those processethaunght of as control processes
operating generically at different hierarchies ohirol. The processes described in this
thesis are general and in real world partly extdroedifferent methods. The aim of this
project is to identify those methods and place tlemnelation to each other. Therefore it
is important to bear in mind that those methods @aes of the more theoretical
descriptions of the control processes, i.e. thedegyssafety design process and the
requirement process.

According to Leveson (1995, 2002) the communicabetween the different levels of
hierarchy aims to place constraints or requirements/oid or prohibit accidents coming
from lower levels. From above it is explained ttiaise requirements are the output at a
specific level and therefore it is crucial thatgbaccommunicated requirements serve the
system development well. In order to do so a higality requirement specification is
needed which is elaborated by the IEEE (1998) stahdoncerning SRS. Fulfilling the
characteristics of high-quality requirements am a&hought relevant when it comes to
the methods eliciting them. If a method has seveedknesses they are thought to be
traceable to the lack of those characteristics.

This communication is not only aimed at lower lsvef system safety process but also to
be communicated to the system design engineersn @t system safety effort is active
in relation the overall system engineering procasd it is therefore crucial that the
requirements are communicated in an understan@daoleorrect way and in accordance
to higher levels of hierarchy. It is also importamit those requirements are not delayed
or communicated late in the systems design phaswefon, 2002). Quantitative
requirements concerning systems safety are onlygthioto be relevant to the system
development process when it comes to allocatingeghairements to parts of the system.
The work before the allocation of requirements @reught to primarily concern the
elicitation of quantitative risk levels and theingiment which then has no impact on the
system development process. The theoretical framea@ compiled and illustrated in
Figure 9.
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Figure 9 lllustration of model framework

5.5 Modeling using UML

From theory a framework is outlined of how to ddsethe environment where to elicit,
refine and allocate quantitative system safety ireqments. The modeling concerns a
description of how to work quantitative requirengethere are numerous modeling tools
applicable to such an effort. The main difficulsyto enable a description not constrained
by the differences among the studied industries thedt diverse conditions. First to
consider was decision diagrams but those alsoctetlethe freedom of choice of
methods. Due to the fact that the freedom of chaitdow to conduct quantitative
requirement are different among industries this waisan appropriate way to illustrate
the context of system safety. Instead two othemrggies were given attention by reason
of their ability to capture activities or processedlL activity diagrams and the Business
Process Modeling Notation (BPMN). The primary gdat BPMN is to provide a
notation understandable to all business users, tbasiness analysts to development
engineers and managers (White, 2004). The BPMNhtquak is based on a flowcharting
technique tailored for creating graphical modelso$iness process operations (White,
2004). In comparison the two techniques use simmtgation and both are also fairly
uncomplicated. Although BPMN seems to better st purpose of this project the
choice fell on UML simply due to path dependente; BPMN was found late, and the
fact that UML has a wider recognition.
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According to Kratochvil and McGibbon (2003) the gesaof UML activity diagrams
show:

“...the complete chain of activities for a single pess. When there are
many processes, we recommend that the activityahagbe completed by
some kind of graphical index of processes, for gteyma simple, top-
down process hierarchy chart or a simple use caagrdm.” (Kratochvil
& McGibbon, 2003, page 15)

Long/complex back-office process chains, in whdheeiosystems could be involved but
also interleaved with manual activities, are adagebusly modeled by UML activity
diagrams. However, weaknesses of such an appraachess suited for knowledge-
intensive activities and front office activities are the user jumps more freely across
processes. (Kratochvil & McGibbon, 2003)

The process tried to be modeled is the quantitaggeirement process and is thought to
be a rather long back-office activity process. Ef@e, UML activity diagrams appears

to be an appropriate choice of modeling technidie recommendation to incorporate a
top-down hierarchy also fits well with the previbudescribed theoretical framework.
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6 Three industries and their methods

This chapter aims to give a thorough descriptioreath industry and their regulatory

framework. To a great extent regulations are in fben of standards in turn derived

from laws and regulations. The actual system saf#oyt is then performed in relation to

those and methods of system safety requirementemednt and allocation are often

found and described within each standard. Theréis/necessary to first give the context
of each method in order to fully comprehend thendauwes for the system safety
management. The first industry described; the itrgusf defense, serves as a first
introduction to the field of system safety work, actors and products. The following
industries incorporate the same dynamics but thesis only describes the differences
from the first, referencing, industry — the indysif defense.

6.1 Presentation of case company — Combitech

Combitech is an independent service company pnogidechnical consultancy within
information security, systems security, logisticsystems integration, systems
development, environment and mechanics. The compaosks as a third party
contractor during the product lifetime. The randeservices embrace all phases of the
product life-cycle; pre-studies and analyses, can8bn, process support, training,
verification, validation and testing etevWww.combitech.se2009)

Combitech has approximately 800 employees and anahturnover of about SEK 950
M. In Sweden the company is represented in 20 réiffie cities but is also found in
Norway and Germanywww.combitech.se2009). Due to the substantial organizational
restructuring the history of the company is hardbdefly describe. However, Combitech
is owned by the Saab Group — a high technologicaipany with its main operations
within defense, aviation and space. The organiaatistructure of Combitech is divided
in two divisions; systems engineering and secusbjutions. The latter has four
departments where AO IL (Command and Control) ipotates the segment of system
safety (System safety & ILSw{vw.saabgroup.con?009)

The many years working with system safety analy$es resulted in an in-house
handbook for system safety work called Safetylstis Thandbook serves as unified
methodological mean to be used during all projeoislving system safety. Activities

proposed are only recommendations and not absalute are further deemed to be
tailored to each specific task performed in orderdeliver an as effective and high-
gualitative analysis as possible. (Martinsson, 2007

6.2 The industry of defense

6.2.1 Introduction

The Swedish Armed forces has developed a manuadbas the American MIL-STD-
882C standard called H SystSakE and describesntemal instructions and directives
for system safety activities regarding the ArmedcEe’ systems. The British philosophy
of ALARP (As Low As Reasonably Practicable) hasoaerved as a major source of
inspiration when developing H SystSakE. (Swedisfebse Forces, 1996) Related to H
SystSakE are also “Weapons and Ammunition Safetynidd (H VAS) and
“Automotive Safety Manual” (H FordonSak). Systenevelopment in conjunction to the
Swedish defense industry is excepted to follow thgulatory demands from the
European Union first stated in 89/392/EEG, 91/3&®: 93/68/EEG and 2006/42/EG
called “Safety of Machinery” which has been incogied in Swedish law by AFS

35



1998:3 and AFS 1994:48v(vw.av.se 2009). The reason is to enable the military fdece
stay competitive in relation to international canpiarts and not to be comprised by
massive regulatory frameworks. Instead systems loevent has to follow the H
SystSAkEE manual. (Swedish Defense Forces, 20@402-

6.2.2 Actors and documents in system safety work

According to Stephans (2004) most system safetgrpros are involved in governmental
acquisitions. This raises the question about relegators and their liabilities. The main
actors are the government agency and the contradimwvever, this structure is not
always identical among industries and sometimesrotionstellations appear. One
example is in the defense industry, where a thitdran the form of a procurement unit
is involved. (Swedish Defense Forces, 1996) Dusitofact all major components of an
organization are involved in system safety. Spedifi the system safety engineer in
particular and the system safety effort in genaral the responsibility to integrate all
relevant competencies to a well functioning uniig tsystem safety working group
(SSWG). (Stephans, 2004)

The government agency or its procurement orgawizatetermines the specifications for
the project including standards of safety perforogaand define the levels of acceptable
risk. The request for proposal (RFP) is the documssmmunicating the system
specifications to different contractors, which semas the overall requirements on the
system being developed. Interested contractors tidden part in prebid conferences. To
ensure that requirements are met the governmerttataasdevelop a plan to evaluate and
monitor the program conducted by the contractderoby implementing “milestones” to
which certain advances should be reached. Additigreaplan should also be developed
by the contractor to meet the requirements statethe RFP; often called the system
safety program plan (SSPP). This plan is ofterfiteein a row of system safety products
and contains detailed information about system tgafeersonnel, procedures and
products. (Stephans, 2004)

Dependent on the size of a system being develdpedittensiveness of system safety
effort is reflected by the amount of system safetycedures and products as well. This is
captured in the concept of tailoring which mearet tihe size of a project also should
reflected by the comprehensiveness of system sdfstyments and activities. (Ekholm

& Bortemark, 2009) Figure 10 briefly describe thetoas and the communicated

documents. Whereas this study mainly focuses ap-@down approach and not so much
on validating the stated requirements merely tlfteside of the figure is described. The

dotted rectangle illustrates the system safety iremuents process and is further
discussed in next section.
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6.2.3 System safety products

Since the primary objective of the system safetgrefs to identify, analyze and control

hazards, a Preliminary Hazard List (PHL) is createthtively early in the system

development process. The PHL document only aimgleatify hazards by different

methods. Reviewing lessons learned and accideptstse informal conferences, energy
trace and checklists are all feasible techniques#o (Stephans, 2004)

The second and slightly more sophisticated tasknoonty used is the Preliminary
Hazard Analysis (PHA). A PHA is a document contagnidentified hazards in the early
life cycle stages. The PHA starts at the conceph#ébion stage of a system and are
therefore qualitative and limited. This documenupdated iteratively during the early
hazard identification process. The outcome of PEHA/as as a baseline for later analyses
and may be used in developing system safety rageimes and thus affecting the design
process as well. (Leveson, 1995) If a PHL has menbestablished, the PHA serves as
the PHL as well (Stephans, 2004).

Next tasks often performed are System Hazard Amal{SHA) and the Sub-System
Hazard Analyses (SSHA) (Stephans, 2004). The SHfinbeas the design matures and
ends when no updates to the system design are begidg. The analysis mainly focuses
on examining the interfaces between subsystems.nfdia purpose is to recommend
changes to meet with safety requirements. Whendgsgn of subsystems starts to
mature the SSHA analysis starts and, as the naggests, focuses on hazards associated
with the design of subsystems. The SHA is a typ8SHA. The difference between SHA
and SSHA lies in their disparate ambitions althotiggy are accomplished in similar
ways. The SSHA examines how an individual failufe@mponents affects the overall
system whereas the SHA analyses the effects oftifumieg and non-functioning
components operating together on the overall sysfeaveson, 1995) Those tasks are
often performed as more detailed design data aiasle to provide a more detailed and
profound risk assessment. (Stephans, 2004)
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The last performed safety programs are the Operaddimzard Analysis (OHA) and the
Operating and Support Hazard Analysis (O&SHA) aaket place rather late in the
system development life cycle. The former analysasly focus on hardware whilst the
OHA and the O&SHA integrates the people and thecqumtares into the system.
(Stephans, 2004) Figure 11 attempts to demondtratenain inputs from system safety
work to the requirements process.
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Figure 11 System safety products and the requir&m@ocess

6.2.4 System safety techniques

In order to create system safety products diffetedbniques are used. This is an ever-
growing list and their substance is partly outdli scope of this thesis. Although, when
eliciting system safety requirements some techmsigquaoelld be utilized as for example the
ETA. All techniques have in common to bring forw#ne inherent hazards of the system
being studied. An extract of available techniques ¢tephans, 2004)

* Energy trace and barrier analysis

» Failure Mode and Effect Criticality Analysis (FMECA
* Fault Tree Analysis (FTA)

* Project Evaluation Tree (PET)

e Change analysis

* Management Oversight and Risk Tree (MORT)
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6.2.5 Risk matrix
The risk matrix, also called Risk Assessment CdRAQ), is a widely used tool to
provide a valid base to illustrate risks. Theredweens of slightly different risk matrixes,
but they all have one axis displaying the seveargsnponent of a risk and the other axis
displaying the probability of a risk. The risk matserves as a type of requirement that is
easily interpreted and can
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the promulgated Americanf ety
defense standard — MIL-
STD-882D (Clemens, Pfitzer
Simmons, Dwyer, Frost &
Olson, 2005). Measuring the severity component afsk has been, and still are, a
particularly troublesome task, especially when ekibg upon the challenge of
estimating the consequences of human lives (Stept2004 & Ekholm & Wallentin,
2003). Often the severity variable is divided itkoee types; personnel, property and
environment (Swedish Defense Forces, 1996, Ekholrv&lentin, 2003) which are
further illustrated by Figure 12 above. Compartreeimt the matrix can be assigned
different requirements of acceptance and thereferee as zoning guides for acceptance
or rejection of a single risk. (Clemens & Pfitz2906)
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Figure 12 Risk matrix (Swedish Defense Materiel
Administratior, SOW, Medical care systems, 2009)

According to Ekholm (2009) the system safety effoday only encompasses single risk
assessment which is assessed against a singlenask that none fully understand.
Using one risk matrix as a high-level requirememtpertain to all risks has a few
methodological deficiencies. Firstly, a risk categed as intolerable has to be managed
to a tolerable level otherwise the entire developnae adventured. Furthermore, this
model does not incorporate any economical aspdd®w to prioritize risks. Thirdly,
according to Ekholm (2009) the risk matrix is seldd¢ailored to a particular system
development which then, to a great extent, becamekess. In general models of today
have several deficiencies and there is a neecttease the use and understanding of new
models.

6.2.6 Crash risk factor

The System Safety Manual contains the Swedish AfRoedes’ internal instructions and
directives for system safety activities. In chapéem full description of the defense
industry’s system safety effort are provided thioag example. A project are suggested
to be divided in sub-assemblies; a subdivision cbmplex system in its smaller parts.
There are often 30 to 40 sub-assemblies. The sysaéety requirements are then further
allocated to each sub-assembly, and its correspgnavork group. The PHA is then
carried out as early as possible by the systentysafaction. (Swedish Defense Forces,
1996)
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Each sub-assembly is allocated a more concretemysafety objective from the overall
objective. The numerical allocation is made withauty theoretically sophisticated
methods only by thorough studies of the sub-systemcepts, results from previous
projects, predictions of failure rates, assessmafise crash risk in the event of a failure
and with the aid of a the PHA.(Swedish Defense éxrd996) The crash risk factor is
defined as:

“... the product of the failure of probability for apecific event and the
probability of crash if this event takes placg3wedish Defense Forces,
1996, page 176)

The crash risk factor was mainly pursued by theatgam industry and within Saab
technology. Basically, this was a mean to calcuthte size of an order to enable the
government to estimate the number of airplanesgigrable after a certain time. This
method did not consider any harm to the pilot oriremmental aspects but merely the
probability of an airplane to crash. (Ekholm & Bairtark, 2009) Whilst this method only
considers the probability, not the consequencearoevent leading to a crash, not an
accident, the method falls outside to scope anmudveork of system safety exploited in
this thesis. Therefore, this method is to be seema gredecessor to more developed
methods exercised today.

6.2.7 Risk summations and total system risk (TSR)

Through analytical approaches (e.g. FMECA) andvdes (e.g. PHA) a hazard
inventory is built up. Each hazard is usually dimat by the consequence and the
probability which also could be done quantitativatyd analyzed in accordance to a risk
matrix. Matrix zoning indicates risk acceptabilitylere risks or hazards are assessed
singly, item-by-item, and their acceptability isdged individually (Swedish Defense
Forces, 2006). According to Clemens & Pfitzer (20@@s insidious way of gaining
hazard acceptance should be replaced by a risk ationmmeasuring the summed risk
for the whole-system. From MIL-STD-882D it is sugtesl to tailor a matrix to conform
to particular settings although this is rarely dameeality. Applying the risk summation
method, it is therefore suggested to tailor a negpent for each hazard and one for total
system outage in order to analyze both partiakraskd the whole-system risk. In order to
achieve this summation both the probability andsegmences of risk need to be
guantified. (Clemens & Pfitzer, 2006, Arntsen, 2007

In GEIA-STD - 0010 the concept of Total System R{ISR) is introduced which
assumes that the summed hazards are totally indepeliITAA, 2008). Furthermore,
suggested measures of total system risk is:

* Expected loss rateomputes the severity component as the averagepes
system exposure interval. Estimates the level gk Ithat, on average, will
happen every time the system is operated for theifsgd exposure interval.

« Maximum loss assigrne severity component to be plotted as the lefrébss
corresponding to the most severe single hazard. prokability of maximum
loss is computed by dividing the expected loss bgtthe maximum loss level.

e Most probable lossSum the probabilities of hazards at each levedederity.
The severity level with the highest probabilityth® most probable loss. Plot this
severity level with a probability computed by diwig the expected loss rate by
the most probable loss level.

40



e Conditional loss rateThe probability value is the sum of the probdiei for all
hazards. The severity value is the conditional etqueloss and is computed by
dividing the expected loss rate by the value of shemmmed probabilities. The
result displays the probability that a mishap wdktur, and the expected amount
of the loss, given that a mishap does occur.

Next generation of H SystSakE will be introduced2®i0. The authors, Ekholm and

Bortemark, aspire to introduce the new model catlskl summation. Whereas the new
H SystSakE serves as a standard to contractorpeardns involved in system safety, the
introduction of risk summation will alter the wag$ working. It is suggested that risk

summation will not fundamentally alter a sufficiergk analysis, but only add previously

unknown measures. (Ekholm & Bdortemark, 2009b)

The theory is based upon the thought that the nuwibeomparable risks matters when
to consider a system as whole. If the system enessgs 1, 10 or 100 equal risks must
be of great significance to system safety. The sishimation model enables to sum the
risks and then match with a requirement on totstesy level. Unique to this model is the
work of quantifying the consequences which furtbérays apply only to accidents
affecting personnel. The measure is I-RILL (Induadl Risk In Loss of Lives) and T-
RILL (Total Risk In Loss of Lives). The occurrenoé one death corresponds to 10
heavily wounded and further to 100 minor woundégdkhlm, 2006)

What is then a risk summation? First to do is tovdenumeric probability or frequency
values on each hazard occurrence. Then the conssspiare assessed in order to find a
distribution of possible outcomes from a hazarduo@mce. To fall off a ladder can for
example result in one out of hundred cases inifiatédccording to RILL this gives a
contribution of 1), in 10 out of hundred cases timay lead to a major injury (0.1
fatalities) and in 30 cases this could lead to momaccident (0.01) fatalities. The risk in
terms of I-RILL then becomes 0.01*1+0.1*0.1+0.3*D.G= 0,0031 fatalities. The
probability of this hazard to occur may be thremes in a year which would result in
0.0031*3 = 0.00933 fatalities/year. Pose that thstesn then has two more hazards
assessed similarly (0.11 and 0.15 fatalities/yéldre T-RILL is then achieved by simply
adding the numbers which is done by risk summation.

This way of quantifying risk is never to be relatececonomical means of measurements
which have severe ethical problems and issues. Hawdy enabling consequence
guantification and by assessing a risk by the prbdfi consequence and probability a
way of comparing the relative risk size is congiedc Connecting all risks i.e. the risk
summation, a number on the total system risk iseaek. If this number is higher than
the allocated risk budget the model further makepgossible to prioritize risk. If to
compartmentalize risks into budgets to, for exansple-systems, a risk allocation from a
high-level requirement is achieved. A major drawbat this method is that it builds
upon the assumption that all hazards are indepémngernhey do not have any common
cause. (Ekholm, 2006)

6.3 The Air Traffic Management industry

6.3.1 Introduction

ATM could be defined as the control of flights merhed by air traffic controllers
through commercial airspace, and is a part of #reral aviations picture. (Drogoet al,
2007). For ATM, manufacturers must comply with cdtriegulatory requirements. The

41



requirements are slightly more detailed and sped¢ifan what is usually presented in
other industries. (Drogouét al, 2007) From EUROCONTROL a manual has been
developed by the EATMP Safety Assessment Methogol@sk Force (SAMTF) called
ANS Safety Assessment Methodology (SAM) to reflbetst practices from safety
assessment of Air Navigation Systems (ANS). (EURQICROL, 2004) SAM describes

a generic process of three major steps (Drogbal, 2007):

* Functional Hazard Assessment (FHA)
* Preliminary System Safety Assessment (PSSA)
* System Safety Assessment (SSA)

The methodology primarily describes the underlyprmciple of the safety assessment
process and leaves the detailed customization ¢b specific project (Drogougt al,
2007). Figure 13 shows the relationships betweesetlsteps and the overall System Life
Cycle.
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SYSTEM SAFETY
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Figure 13 Relationships between the safety assessment prandsthe overall system |
cycle (EUROCONTROL SAF.ET1.ST03.1000-MAN-01-064)200

SAM aims to support ANS Service Providers to achian acceptable level of risk and
intends to be a means of compliance to ESARR4.d@ubet al, 2007) SAM provides
guidance material providing further detailed infation of various techniques to achieve
some parts of the three steps. The objective of 1A

“Functional Hazard Assessment (FHA) is a top-dowearative process,
initiated at the beginning of the development odification of an ANS.
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The objective of the FHA process is to determingw tsafe does the
system need to be.

The process identifies potential functional faisim@odes and hazards. It
assesses the consequences of their occurrencés cafety of operations,
including aircraft operations, within a specifiegerational environment.

The FHA process specifies overall Safety Objectofethe system, i.e.
specifies the safety level to be achieved by thetesy”
(EUROCONTROL, SAF.ET1.ST03.1000-MAN-01, page 6)

The FHA is further divided in five steps: initiatip safety planning, safety objectives
specification, evaluation and completion. Appli@hbb this study is the third step which
has the following objectives (EUROCONTROL, 2004):

1. Identify Potential Hazards: What could go wronghwihe system and what
could happen if it did?

2. ldentify Hazard Effects: How does it affect theetgfof operations, including
the safety of aircraft operations?

3. Assess Severity of Hazard Effects: How severe wihdde effects be?

4. Specify Safety Objectives: How often can we acbeaards to occur?

5. Additionally, Assesses the intended aggregated Wdkat is the foreseen safety
level aimed at?

SAM also provides guidance material to achieve described objectives; severity
classification scheme, risk classification schesaety objective classification scheme
and methods for setting safety objectives.

The guidance material on severity classificationegi complementary material to
ESARR4 of how to classify each hazard also on gsbkem level. The severity
classification scheme suggests 3 sets of sevenligators of hazard’s effect; effects on
Air Navigation Service (ATM, Air Traffic Flow Manament (ATFM) and Airspace
design (ASM)), exposure and recovery. In eachtbketdifferent effects of hazards are
ranked, in order to ease the assessment of theqoesces. The aim is to assign each
hazard to one of the five Severity Classes (SCg U$e of an ETA is suggested as an
analytical aid to the classification. (EUROCONTRQID04)

The Risk Classification Scheme (RCS) specifiesniaimum acceptable and tolerable
frequencies of occurrence of a hazard effect adréam severity class i.e. define a safety
target (ST). In other words, within each SC regi@orswhat is acceptable and what is
not, is basically defined by constructing a risktmxa It is the ANS provider's
responsibility to define the RCS and it should tesli® the national RCS but also to the
overall ATM risk. This is done by introducing an litron factor that tightens the
national safety requirements. After the allocatioroverall system risk the RCS should
also consider each individual risk. The individusk can be achieved by applying a
distribution over risks, either by an even or arewen distribution. In the case of an
uneven distribution, data from a system in useesded and could for example be per
phase of flight or per function of the ATM systeiithe requirements are often stated in
maximal acceptable frequency of a hazard per nefereunit (operational hour, per
sector, flight hour etc.). (EUROCONTROL, 2004)

The Safety Objective Classification Scheme (SOGSnd the maximum frequency at
which hazard can be tolerated to occur. SOCS awelaged either at ANS/ATM
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Organisation level or at Programme or FunctionalleA SOCS correspond to a specific
system or sub-system. The ANSP/ATMSP is respongdlensure that the SOCS are
consistent with the RCS. (EUROCONTROL, 2004)

The second step according to the SAM methodologyak of PSSA. The major task,
important to quantitative requirements, is to dernequirements for each individual
system element (people, procedure and equipmepgcifally, this is achieved by
refining the functional breakdown, evaluating tmehéecture, applying risk mitigations,
apportioning safety objectives to safety requiretdemd eventually balancing the safety
requirements. (EUROCONTROL, 2004) The safety remmuents are either intended to
directly contribute to the reduction of the hazaisk or represent safety evidence
demands. The safety requirements are divided upmople, procedures (PAL) and
equipment. The equipment is further partitionea ihardware safety requirements and
software assurance levels (SWAL). To assign PALSEYAL a risk matrix is used
whereas hardware requirements can be directly rassig through FTA.
(EUROCONTROL, 2004)

The third step, the SSA, is a process initiateth@beginning of the implementation, thus
a bit later in the system life-cycle. The main ahije of the SSA is to demonstrate that
the implemented system achieves an acceptabléexiski.e. meet the requirements from
the FHA and PSSA. (EUROCONTROL, 2004)

6.3.2 ED - 125

ED — 125 contains guidelines jointly accomplishgdthe European Organization for
Civil Aviation Equipment (EUROCAE) which is an imtetional not-for-profit making
organization. ED -125 is a document containing fapproaches to risk assessment and
mitigation in ATM. ED — 125 relies on a quantitaidescription of hazard identification,
effects identification and mitigation means idanéfion. The scope is to provide
guantitative safety objectives for technical hagardhe maximum frequency or
probability at which a hazard can be accepted tmroclhe safety objectives are to be
used in the specification and design of ATM systeflB’ ROCAE, 2006)

In ED — 125 identified hazards shall adopt the 8gveé€lassification Scheme which
aligns with ESARR4 and imply five, qualitatively stgibed, severity classes. ESARR4
also provides a maximum tolerable frequency, Safetget (ST), of occurrence within
ATM directly contributing to the first, and mostveee, Severity Class (SC1). The four
following severity classes are not assigned a maminmtolerable frequency from
ESARR4 whereas estimates are used. Those estinaatdxe further refined by Ambition
Factors (AFs) and set by the ATM service provide€fNISP). All STs are described in
occurrences per year or occurrences per operatiomad, of a given severity class.
(EUROCAE, 2006)

If a safety assessment is performed at a loweres(ab-function or sub-system) the ED-
125 does not apply. In order to apply ED-125 tchsaiscope the link between SO of the
ATM service Provision and the SO of the hazardthatsystem boundary needs to be
specified. (EUROCAE, 2006)

All external mitigation means between a hazardigmdssociated effects used to modify
the safety objective shall be stated as a requmeatethe operational level. Although, all

hazards cannot be found but the determination tdtysabbjectives is thought to be

sufficiently conservative to compensate for theseettainties. (EUROCAE, 2006)
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The four models to derive SOs and STs, considderdifit variables which is also

reflected by the variety of required effort. Unigt® model three and four is the

introduction of a complexity variable and the waygeneralize the amount of hazards. If
to give a brief introduction to the differences amahe four models they could be
described as (EUROCAE, 2006):

* Quantitative model; unique SOs are identified asdigmed to each specific
hazard which takes the probability that a hazaadsdo an effect into account.

* Semi-quantitative model; unique SOs are identiied assigned to each specific
hazard which take the probability that a hazardldeaorst credible effect into
account.

» Semi-prescriptive model; the risk is compartmentdi between different types
of ANS units (Air Control Centre (ACC), Aerodromald), APProach (APP)).
Consideration is taken to the complexity of thespérce so as to different
geographical parts of the airspace. The paramatersadjusted to the ANSP
concerned.

* Fixed-prescriptive model; the risk is compartmeantal between different types
of ANS units. Consideration is taken to the complegf the airspace so as to
different geographical parts of the airspace.

6.4 The railway industry

6.4.1 Introduction

In the railway industry there are mainly three dds and one report from CENELEC
which discuss the field of system safety. The tlsmdards, SS EN 50126, 50128 and
50129, are an interpretation of the civil standit@ 61508 (Wigger, 2001, Hovel &
Wigger, 2002) and represents the backbone of tlséesy safety process (Hovel &
Wigger, 2002).

Generally the Railway Authority, the Railway Dempaent of the Swedish Transport

Agency, derives the Tolerable Hazard Rate (THR)a@ystem, for example signaling

systems. Signaling systems are a part of Swedigfoad administration’s sectoral

responsibility but has a wider sectoral responigybibr the railway sector in general and
the railway’'s interaction with other forms of traost (www.banverket.se, 2009).

Swedish railroad administration then becomes aooust or the operator. Usually the
THR given by the Railway department are apportiot@dsub-systems and specific
functions by Swedish railroad administration (Kam 2009), which is input for the

main contractor. The main contractor or suppliethen responsible to perform risk

analysis i.e. to determine hazard rates and Sé&ieegrity Levels (SIL) for sub-systems

and analyze the causes leading to a hazard. (CENEILE99b) The risk analysis on

supplier level sometimes use the risk matrix a®@ but also other assessment and
hazard prioritizing methods (Uppegéard, 2009) algiowhe use of FTA is advocated
(Sundvall, 2009, Norling, 2009)

Within the three CENELEC standards three diffeiegoproaches to risk acceptance or a
Tolerable Hazard Rate (THR) of a system are givdre methods to derive THR are
based on three different principles (Wigger, 2001):

e Globalement Au Moins Aussi Bon (GAMAB), "All new gled transport
systems must offer a level of risk globally at te@s good as the one offered by
any equivalent existing system.”
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« As Low As Reasonably Practicable (ALARP), “Socieatak has to be examined
when there is a possibility of a catastrophe invgva large number of
casualties.”

e Minimum Endogenous Mortality (MEM), "Hazard due & new system of
transport would not significantly augment the figuof the minimum
endogenous mortality for an individual.”

6.4.2 ALARP

The ALARP method basically conjures up a risk nxafar the collective risks to all
persons using the system and defines regions ctpsaance within in it. Within each
severity class hazard reduction has to take plateei Hazard Rate (HR) falls in the
ALARP region of the risk matrix (Wigger, 2001). TA&ARP principle implies that risk
reducing measures have to be taken within thigdble region as long as these do not
result in economically unjustifiable effort (How&IWigger, 2002).

6.4.3 MEM

The starting point of the MEM principle is from thiéscussion about the lowest rate of
mortality for individuals. The idea is that a 15ayeld person has the lowest individual
mortality which read 2*18 per year. A high-level requirement is then introeth by
saying that a technical system shall not contrilmitee than in 5 % of the fatalities. The
tolerable individual risk is then down to “i(er year. This figure can be apportioned
further to sub-systems. Subsequently, all hazand# meet this requirement. (Wigger,
2001) According to CENELEC (2007) the value on iindividual risk due to signaling
would be less than 1fatalities/(person * year).

6.4.4 GAMAB

The GAMAB principle does not apply to a single reskd implicitly requires progression

to be made compared to older systems. The prinéglgeneral but presupposes a
referencing system. When applied to railways systamjuantitative and one qualitative
approach exists. The principle measures causatitiesed by collisions between two
trains and should be extracted from statisticsy@mé quantitative approach is relevant
to this thesis and is further described in AnnefDSS EN 50126. The quantitative

approach can be translated in the following wafNELEC, 1999)

(r*C)*F
nC

Ac = Teref *

Data from existing system

Teref = the fraction (casualty/passenger) experienced afocertain number of
transported passengers in the last years of opesatiThe fractions should be
extracted from statistics for the existing system.

Data from replacement system

C = capacity of the train (passengers/hour)

F = frequency of trains (trains/hour)

r = mean occupation coefficient (train not comgiefall)
Ne = number of causalities per collision in this neygtem
Dn = throughput (passengers/hour) =r * C* F

A, = collision rate for the new system
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6.4.5 Risk apportionment strategies

After the work on calculating the tolerable riskiéé for the entire systems this figure
needs further apportionment to sub-systems or ifmgtakin. The work on risk
apportionment starts at the PHA which can demotestexpected hazards and the
corresponding consequences of each hazard. Deiieugls of tolerability of a system
first requires a classification of all risks intanious categories leading to an acceptable
risk level of each category. To perform this apjpornent Mihm & Eckel (2004)
suggests five different approaches which are daesdrin brief below:

e System breakdown approach; to decompose the whileay system into its
major constituent parts (organizational and/or pajsparts). Giving a few
examples; track, switch, signals, driver and wag/sidntrol.

* Breakdown by categories of hazard causes; rel#ti@gauses to four hazardous
situations, technical faults, human errors, orgatonal failures and external
causes.

* Functional breakdown approach; taking all the pbagenctions and processes
into account of a railways system either in a top#d approach or a bottom-up
approach. Examples on functions and alike is: reasrice, load passengers,
load freight, supply the train etc.

* Breakdown by hazard types; all possible generitesysdevel hazards which can
lead to accidents. E.g. over speed, wrong pointinget wrong signal
transmission.

* Breakdown by accident types; taking a typical b$trailway as input to the
apportionment process. Examples on accidents arailmhent, front collision,
rear collision, fire etc.

6.4.6 THR calculations and SILs

The CENELEC report, PD CLC/TR 50451:2007 - Systémnallocation of safety
integrity requirements, presents a systematic naetlogy to determine safety integrity
requirements for railway signaling equipment. Acting to CENELEC (2007) it is the
task of the Railway Authority to define the requients of the railway system, identify
the hazards and derive tolerable hazard rates.stpelier, on the other hand, shall
analyze the courses leading to each hazard, défimesystem architecture and then
determine SIL for the subsystems. The scope ofGR&IELEC report is to define a
method to determine the Safety integrity level slyatem. (CENELEC, 2007)

Previous principles and apportionment strategiesuaed to set a tolerable risk level of
systems and sub-systems. The CENELEC report fughggests two other methods to
perform THR calculation; one quantitative and oneliative. The terminology is not the
same as in previous chapters. Both methods makeofusemerical calculations but
instead they refer to how the risk assessmentrienpeed. The qualitative method relies
on expert judgments and the quantitative on sinaratof system behavior. To identify
the relative significance of all identified hazardshazard ranking matrix should be
employed. The risk assessment should focus on tlest msignificant hazards.
(CENELEC, 2007)

Both methods first attempt to calculate a valuelratividual Risk of fatality per hour
(IRF) of the system. The qualitative method heresus tailored three-dimensional risk
matrix where each identified hazard is zoned am$equently given a numerical value.
The first dimension is the frequency of occurrent@ hazardous event. The second is
the severity levels of hazard consequence whiatefgied in accordance to the RILL
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concept; 1 fatality equals 10 major injuries etbeThird dimension is a normalizing
factor of individuals exposed. In case of 100 peogkposed the normalizing factor
corresponding to each individual isACENELEC, 2007)

Conversely the qualitative method uses a formula:

IRF; = Z N;| (HR; x D; + HR; X E;;) z C x Ff

all hazards H accidents Ay

Number of users of hazard |

HR; Hazard rate

Duration of hazard j

Exposure of individual i to hazard |

ck Consequence probability for hazard j leading wdent type k
Fk Probability of fatality for individual i in accide type k

Next step is to match the IRF value to the Targdividual Risk (TIR) (thought to be
calculated by any of the three principles above}hé IRF is larger than the TIR the
railway authority may introduce barriers and regkdte or reduce the individual (or by
some overall reduction factor) HR until the indwva risk is tolerable. Then the HR is
thought of as a Tolerable Hazard Rate (THR). (CEREL2007)

From the methods briefly described above a figuréhe calculated THR is obtained.
This figure needs further apportionment to subsysteThe apportionment process
involves the allocation of the THR to the key systieinctions to ensure that the total HR
to the system arising from all system functionsdgsal to the THR. (CENELEC, 2007)

The apportionment process eventually gives a Skiyttem elements. Safety integrity is
basically specified for safety functions (Hovel & ifjer, 2002). According to
CENELEC (2007), their standards as well as the (8608 and ISA S84.01 standard
provide an extensive framework of what has to beedo fulfill a certain SIL but lacks in
descriptions of how to derive SILs for system elatadfrom system safety targets or
tolerable system risk. SIL tables are describetEd 61508, SS EN 50128 and SS EN
50129. Wigger and Hovel (2002) describe this pracedas:

“...For the tolerable hazard rate, the coinciding st i.e. the SIL, is
searched up in the table. Then, design measures todve applied during the
design process. The standards EN 50128 and EN 56di2@in such design
measures for hardware and software that should $eduo fulfill a certain

SIL...” (Hovel & Wigger, 2002, page 3)
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7 Methods of requirements refinement and allocation

This chapter will look deeper into the methods tbum previous chapter. The methods
are, as described earlier, part of a context andréiy not equivalent. This chapter
retains the structure from previous chapter butcdieées the relevant methods found
separately in each industry. This chapter aims e ga thorough description of the
methods utilized in Sweden by documents and ietesvi

7.1 Defense industry

From documents and interviews three methods aredfdhat to handle system safety
requirements within the Swedish Armed forces. Thaslt risk factor is here to be
considered as a predecessor and not used in sgafety work today. The two remaining
methods; risk matrixes or risk summations are W dpproaches used today which will
be subject to more profound investigations.

7.1.1 Risk matrix

7.1.1.1 Strengths

The risk matrix is one of the most common risk rodtilogies used today and examples
are found in numerous industries and in varioum#rThe Swedish Armed forces often
use the matrix when posing system safety requirgneoth in RFP and TTFO. While
the matrix is easy to understand it is particulathtable for small size projects where no
elaborate analysis is needed. The matrix is alsswal tool consequently favorable in
collaborative projects where people, not skilledspas in system safety, participate.
(Ekholm & Bértemark, 2009b, Clemessal 2005)

The concept of a risk matrix also gives an unamduguanswer weather a hazard poses
an intolerable risk. Within the defense industrg thoning of a risk into tolerable,
intolerable or partly tolerable regions also conség decision-making actors. If a hazard
is calculated as intolerable, future proceedingsbamought back to the customer i.e. FM,
the partly tolerable to the procurement organizatie. FMV etc. Routines like those are
beneficial not only to the developer who immedwtean refrain from problematical
decisions but also to the customer who gains in&bion about imminent and intolerable
risks from the system being developed. In otherdapthe risk matrix provides a tool to
rank the risks of importance and by doing so dtgoréequirements or barriers (Ekholm &
Bortemark, 2009b)

7.1.1.2 Weaknesses

The risk matrix only considers one hazard at theetiTaken together several tolerable
risks may constitute an intolerable level of acaape. This can further lead to sub-
optimization of risks which assist to fatal misedétions on the actual risk level for a
system. (Ekholm & Bortemark, 2009, Clemens & Pfit2906)

Additionally, problems arise when a hazard resultsseveral accidents or mishaps.
(Ekholm, 2006) According to Martinsson (2007) theajest risk in respect of severity
and probability will be the “most credible” risk dthe actual assessed mishap risk of the
hazard. On the other hand the “worst credible” issthe risk comprising the most severe
consequence in terms of human lives. Both waysetd dith this dilemma of different
resulting effects from a hazard is somehow incoraex only tells us parts of the true
risk. This can give the appearance of thoroughnésie concealing whole-system risk if
dealing poorly with the multiple scenarios scattgrirom a hazardous event. (Clemenhs
al, 2005)
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All risks at the intolerable level must be mitigdte at least comply with region called
limited tolerable or tolerable. An approach likéstisould possibly adventure the whole
project if mitigations are expensive or impossitdemplement. (Ekholm & Bdrtemark,
2009)

Although the risk matrix gives an unambiguous amsmteether a risk is tolerable or not,
the visual concept can in combination with the gléss approach make the risk matrix a
demagogy. Additionally, the use of risk matriceklem requires unquestionable proofs
in order to categorize a hazard. Hence, the coresstand traceability of requirements
are therefore often questionable. (Ekholm & Bortekn2a009)

7.1.1.3 Opportunities

The matrix can display all three different facetsemuirements in one single matrix by
including constraints on personnel, property antereal environment. (ITAA, 2008,
Martinsson, 2007, Swedish Defense Forces, 1996nHarproperty are often measured
in monetary terms or in objects (systems) lost (Mason, 2007). The external
environment is also often measured in monetarygeamin time of recovery but is often
more complicated to give an appropriate unit.

The concept of the risk matrix also complies wigeantly formulated requirements in
GEIA — STD - 0010 by incorporating TSR. Accordiy@lemens & Pfitzer (2006) the
risk posed individually by each hazard could bdéesé importance compared to the risk
of total system outage. Tailoring one matrix toresent risk tolerance for individual
hazards and another to represent whole-systemwashd allow the application of the
TSR logic.

7.1.1.4 Threats

In case of a pure qualitatively tailored matrixe thany possible interpretations can easily
lead to ambiguous requirements. The question ofmhand probability easy lose its
meaning discussed in qualitative contexts and edligtthe requirement become useless
while it is not possible to verify. (Ekholm & Borteark, 2009b)

Although the matrix is often displayed it is selddaiored to each specific project and
even less often quantitatively equipped. From austry perspective the matrix is often
the only measureable indicator whether a risk tiglénable or acceptable and therefore it
is immensely important that the matrix give relevaformation about tolerable levels of
each hazard. (Ekholm & Bortemark, 2009b, Clemen®fézer, 2006, Clemenst al,
2005) The risk matrix also faces the possibilitybeing misinterpreted. If the axes are
guantified (the probability is often stated in posvdy the base of ten) the matrix can
become misinterpreted by reason of a inconsistealing if omitting a few powers or
simply by sizing compartments equal. (Ekholm & Bontark, 2009, Clemeret al, 2005)

Defining the quantitative range of interest for @hia risk matrix applies, the generic
range of interest often has a huge variation. A&t end of the scale are events which pose
so little risk that they are of no consequence. fisleon the other end is more difficult to
define clearly and is often huge and unthinkablee Tisk here varies across such a large
span that it is difficult to grasp. One can ardut tit is impossible to fully comprehend
the span of 12 or 15 orders of magnitude. (Pfiteardwick, Dwyer, 2001, Clemeret

al, 2005)
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7.1.2 Risk summation

7.1.2.1 Strengths

A major strength of the risk summation model i4 thaonsiders the amount of risks. The
method enables to consider the TSR level and therdiave several advantages. The
fundamental improvement is that the TSR now hasite flimit. The use of a risk matrix,
in contrast, tolerates an infinite number of riglsslong as the individual risk is below a
certain level. In addition, the formulated risk ¢macan be handled dynamically in
contrast to the use of a risk matrix. If, for exde@ certain risk is considered high, the
TSR quota could walk unaffected if several low riskzards are controlled instead.
(Ekholm & Bortemark, 2009b) This brings opportuestiof how to prioritize risks. All
the risks in a system can for example be evaluatedomically in order to find the risks
most justified to treat. (Arntsen, 2007)

When allocating requirements the risk summation ehad a straight-forward work
structure. The tolerable risk of a system is stateal T-RILL number which are easy to
handle and refine to sub-systems by creating riggbts. It is also uncomplicated to
relate to the fact that the system safety worlhaight to find, at best, 50 percent of all
risks in recently constructed systems. The altereas the tentative work of tailoring
risk matrixes to constitute acceptable risk lewelsub-systems. (Ekholm & Bértemark,
2009b)

The method further emphasizes modeling, simulatan testing which possibly allow
for discerning the effects from mitigations andrleas. The reduction of a certain risk is
clearly verifiable through simulations and testibgfore and after the insertion of a
particular barrier whereas all parameters are tetgtant. (Ekholm & Bértemark, 2009)

7.1.2.2 Weaknesses

As most of methods described, the major flaw reladdack of accuracy and correctness.
Specific for risk summations is that it assumesisteal independence. However, the
lack of correctness resulting from statistical ipeledence can according to Arntsen
(2009) often be neglected due to the superior itapoe of epistemic uncertainty (lack of
knowledge and information of the system). Additibnao investigate and calculate all
dependencies among hazards are seldom economigetified in premature or
developing systems (Ekholm & Bértemark, 2009)

Furthermore, when hazards are identified the pistesiccidents are thought to be

cumbersome to investigate. This distribution couldthe best of worlds, be inductively

tested or perfectly simulated but is instead oft&sessed on judgmental grounds.
However, it will be problematic to find an accurdalistribution when no guidelines exist

on how to perform this exercise. (Ekholm & Borteky&009b)

7.1.2.3 Opportunities

If using this method the opportunities are manyassess the risks and prioritize the
control effort to hazards. (Arntsen, 2007) As meméid above different methods could be
used and not necessarily in terms of economicalnmeany other measure is easy to
apply if measureable. An example could be to use@mmental pollution.

Using basic and acknowledged systems safety meta®dSTA are also proved handy
when allocating a RILL number to specific sub-systeand are easily converted to
reliability measures. (Ekholm & Bortemark, 2009b)

51



7.1.2.4 Threats

According to Clemens (2009) there are multiple ®@aswhy this method has not gained
the before-hand assumed proliferation. Firstly, sumg full-system risk nearly always

requires placing a dollar value on human lives.o&dty, only a few of the standards
governing system safety practice and require niskreation. Thirdly, risk summations

by comparison to risk matrix zoning of individuahzards the latter method is more
easily understood, though often improperly tau¢fbkemens, 2009)

7.2 The Air Traffic Management industry

ED-125 is one of many documents fundamental t@yiseem safety effort of the Swedish
transport agency’s aviation department. The ageiscyesponsible to conform to
international laws and regulation but also to adampd customize those into a national
legislative framework. According to Oberger (2008)e corresponding Swedish
framework (ANS SMS) builds heavily upon the ED-18@andard. ANS SMS is a
customized and augmented version of the fixed-pggse model (model four) in ED-
125. (Oberger, 2006)

In Sweden the principles on ED-125 are customimezbhform to the specific conditions
in Swedish air space. The details on how this costation is performed are described in
the document D-LFV 2006-18538 and are summarizéxhbéOberger, 2009)

e The workgroup on ANS SMS has decided to merge rements specific to AD,
APP and ACC systems.

e Furthermore, ANS SMS take the two highest compjexiarameters into
account (C3 and C4) which are thought to addressctinditions in Sweden.
This gives a numerical value on the number of hldmdsut also on the
probability that a hazard lead to an effect. Thenber of hazards has notably
been multiplied by a factor of five due to the fewt further hazards are thought
to be found in analyses on sub-systems and aliketla@ total sum are 510
hazards. Conceivably this leads to a more conseevequirement.

* Requirements in ANS SMS are stated in events mrtthour and in events per
operative flight traffic management hour in accomato the international RCS
from EUROCONTROL.

e The system definition in ANS SMS differs from EDEL#%hereas ANS SMS
encapsulates ANS systems in which ATM systems ardya sub-part.

* The workgroup has chosen to follow the recommeneeel of AF and is set to
10 times stronger than the international.

* ANS SMS encompasses hazards related to technoldgidn assimilate human
factors and organizational factors.

* Only worst credible effect is considered.

7.2.1 ED-125
The work on methods stated in ED-125 is transparentespect of advantages,
limitations and assumptions which are explicitlgcigbed.

7.2.1.1 Strengths

According to EUROCAE (2006) the fixed prescriptivedel is easy to apply due to the
fact that it only considers one parameter — theiwal of traffic and complexity. This is
thought to overcome reluctance to quantify SOaldb does not require specification of
the probabilities of the hazard generating cerédfacts. Since only the Worst Credible
effect is considered only one probability leadingetfects needs to be specified. Hence,
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the model is easy to understand and help the sysaéety engineer to focus on the most
important aspects; how the system works and cailldde Rede, 2009).

Another advantage is that it avoids mis-evaluatieng the probability of a hazard
leading to an effect, as values are already givais lead to, on an average basis, correct
SOs. It is further deemed that the use of this medses harmonization and consistency
of the safety assessment process when the modeblged to different systems within
the same organization. (EUROCAE, 2006)

According to Oberger (2009) the choice to use tamigprescriptive and the fixed-
prescriptive model liberate resources more beraftoi system safety of ATM systems.
If to follow the first two models in ED-125 this wial lead to an extensive amount of
calculations which require both money and humaoues. If instead to rely on average
numbers calculated beforehand attention could bermito system safety aspects as the
human factor contributes to 90 percent of all aectd.

7.2.1.2 Weaknesses

Since it focuses only on one scenario i.e. the Worsdible effect of the hazard it is put
on risk to miss details leading to other scenarpdor example, rivalry amongst two
potentially severe outcomes of a hazard exists amlg of them is considered. In
addition, whilst the probability of a hazard leagliio an effect is calculated and averaged
beforehand this number is evenly distributed amalhdpazards belonging to a severity
class. To assume that all hazards have the sarbalplity leading to a hazard may not
be true (EUROCAE, 2006). This rough order of magegt could further lead to an over-
or under estimation of the SO for each hazard teath a more or less demanding safety
requirement (de Rede, 2009). Consequently, theofighis model may need further
investigation in order to derive an appropriateeBafarget (ST). (EUROCAE, 2006)

7.2.1.3 Opportunities

In ANS SMS each SC are connected to ALARP regi@imed to assist decision making
activities. It is further suggested how to attackhjpems when they arise. If a hazard is
non-tolerable and the requirement is thought notdpture current conditions further
investigations are proposed. The requirement cam lle re-assessed, if credible evidence
exist, by applying calculations described in thestfiiwo models in ED-125 and see
whether explicit calculations give tolerable resu{©Oberger, 2009, de Rede, 2009)

In additon EUROCONTROL is now working on unifyinglifferent national
interpretations and versions of the RCS. Whereadatter classes (2-5) of SCs are not
universal, this work will probably improve systerafety procedures internationally.
(Oberger, 2009)

7.2.1.4 Threats

The only input to the model is the choice of aicgpaomplexity. When this parameter is
incorrectly defined this may therefore lead to 3@8g either over-engineered or under-
engineered. Another threat is that time, moneyedfait spent on system safety are often
limited. (de Rede, 2009)

When a system safety assessment is performed uBangsemi-prescriptive model
knowledge about how the system interacts with thi&Aystem and the overall aviation
system is not required. How hazards and their spoeding effects are interrelated to
external mitigations does not need to be understgbith could lead to unexpected
hazard effects when the system operates in readw®herefore, the method is not
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blindly to be trusted in and a threat is that reitrelated methods nor tools are entirely
mastered. (de Rede, 2009)

7.3 The Railway industry

The railway industry has several standards andnat®nal work to consider. Although

several methods are found together they build taenéwork of how to conduct the

system safety effort. Not to find any common stygtdas partly been arduous when
trying to apprehend the system safety effort. AppHy, development is made at
different levels when writing this thesis. The Euean Railway Agency (ERA) is

working on CST and Common Safety Methods (CSM) isutot adopted by member

countries yet and, in addition, the standards fE@BENLEC are revised (Ericsson, 2009).
In order to extract the most commonly used methoefsrts and projects are examined
and several interviews conducted and from themntlost elaborated methods will be
subject to deeper investigation.

7.3.1 GAMAB

To expound acceptable risk levels methods like GBVIALARP and MEM could be
exploited. The inherent assumption behind GAMABthat the risk associated with
existing systems is tolerable (CENELEC, 2007). Adowy to Mihm & Eckel (2004) the
railway system are being considered as a safe mbttansport and therefore taken as a
basis criterion for Common Safety Targets (CSTE0AN a report by AerotechTelub on
the railway ERTMS regional the working group ut#sz the GAMAB principle
extensively described in SS EN 50126. All in dlistgives the idea that the GAMAB
principle is important within the railway industiry Sweden.

7.3.1.1 Strengths

A strength of the GAMAB method is that by transfations and grouping variables
together it is easier to find suitable data froralitg (Martinsson, Smith & Svantesson,
2004). Due to this feature it is easier to applyewHhacing different situations. The
principle is based on experiences with similar eyt already in use which certainly is
the case in the railway industry. In addition, thiernational railway in general and the
Swedish railway in particular are considered a safele of transport (Eriksson, 2009,
Mihm & Eckel, 200). The method necessitates a large amount of adcidata
(Martinssoret al, 2004), and therefore a well functioning failueport system is needed.
According to Kallman (2009) Ofelia is a well furaning failure report system collecting
data suitable for analysis. The GAMAB method imigliyctakes the probability of a
hazard leading to an accident by the use of thaidmaz. s which ought to improve the
accuracy. Furthermore, GAMAB can be stated, bygaoizing the formula, in terms of
individual risk which often is the case in the waly industry (Mihm & Eckel, 2004,
CENELEC, 1999a).

7.3.1.2 Weaknesses

As mentioned above GAMAB analysis requires reliablstem data to be able to
compare an existing system to a replacement sydt@orly collected datasets would
result in uncertainty and lead to risky assumptidihtartinssoret al, 2004)

The method does not fully comply with the indivitluak concept while GAMAB only
takes the risk per passenger and journey into atcand not the individual travelling
profile. (Martinssoret al, 2004).
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Moreover, when considering the individual riskgtriot obvious what the harm consists
of. The consequence is not fully defined and tloeeefit is not obvious what the
following risk is; if an accident means fatalityajar injury or minor injury.

7.3.1.3 Opportunities

According to Martinssoret al (2004) the GAMAB principle is used through lineri
which proved useful for several reasons. All in, aising linearity does not require
calculations of absolute values. Instead a compaiis made by using the fraction of the
existing system and the replacements system. Bygdthis, less data and analysis is
required but has to be compared to an alreadyirgibigh-level requirement (THR) for
the existing system and thereby using the fractidifference) and calculate the
acceptable risk level on the replacement system.

According to CENELEC (1999a) the designer/supphefree to distributel,. (collision
rate for the replacement system) between differsiks but also different sub-systems
components e.g. way-side equipment and on-boarigragut.

The use of quantitative risk levels are becomingevand more critical whereas Swedish
railroad administration is from the 1990s and fadvdhaving less and less close
collaborations with their suppliers or contractofi$hen it is becoming increasingly
important to convey acceptable risk levels, andnthguantitative measures are
advantageous. (Ericsson, 2009)

7.3.1.4 Threats

The existing system could in several aspects notdmeparable to the replacements
system (CENELEC, 1999a). For example does the rdethid upon the assumption
that the distribution of casualties among passengethe same train is similar in the
existing and the replacement system.

According to ERA (2007) deriving a high-level respment from accident data and
fatality rates could be misleading due to the higicertainty and variability in
intervening factors from technical failures whiate aot easy to quantify precisely and
consistently i.e. it is hard to construct a prdijaeitt tree.

7.3.2 THR allocation in Sweden

From a globally defined risk level the Swedish wayassign a risk portion to sub-
systems and alike is by decomposing the whole agilsystem into its major constituents
parts depending on the estimated contribution chgzart to the global risk (Kallman,

2009, Eriksson, 2009, Kinneryd, 2009). The conetitu parts could be both

organizational and/or physical (Mihm & Eckel, 2008)t in Sweden they are mainly
referring to physical parts (Sollander, 2009). weflen the high-level requirement for
signaling railway systems says that a safety afitigilure are not allowed to occur more
than once in a hundred years (Sollander, 2009&ad| 2009, Eriksson, 2006). Surfacing
this requirement was not done by any elaborateyaisalinstead this was, back in 1994,
deemed to be a suitable level of risk. (Erikss@@6) Albeit, the level of acceptable risk
has proved successful throughout the years and a@uigo the European risk levels
satisfactory (Kinneryd, 2009, Eriksson, 2009). Frtma high-level requirement and by
THR apportionment each constituent part is giverspecific THR number. The

corresponding SIL level is then straightforwardssigned by a table. (Kallman, 2009,
Kinneryd, 2009) Important to note is that systeros yet constructed in accordance to
CENELEC-norms are not encompassed by safety regaimts stated in internal

regulatory documents at Swedish railroad admirtistig Eriksson, 2006).
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From SS EN 50126, 50128 and 50129 and from the @HEEreport it is suggested to
first assign THR to functions and then map funaido sub-systems. The reasons not
working this way are several. Firstly, the railwiangustry is a mature industry which
developed long before the era of system safetyreftwe risk acceptance norms and laws
are consequently of pure ad hoc character whilestfety are already built into the
systems resulting from many years of experiencilgbson, 2009) Secondly, the system
safety approach, described in SS EN 50126, 5012858429, are merely used when
developing new systems or when to implement majdates whereas otherwise an
extensive work has to be performed, implicitly atfg done (Kinneryd, 2009, Eriksson,
2009). According to Kinneryd (2009) a pragmaticwibas to lay the ground also for
system safety when endless financial resourcetiexist and because system safety by
far has not been neglected before, only not striddne in accordance to any, then
nonexistent, standards.

7.3.2.1 Strengths

The Swedish numerical risk allocation is so facampliance to corresponding European
requirements. Elaborated CST and CSM at Europeaat e also thought to be easily
combined to procedures and risk levels in Swedencgson, 2009) According to Mihm
& Eckel (2004) defining common safety requiremegitgonstituent level is by itself an
advantage. They further states that this approachides direct references for cross-
acceptance of products and definition of TechnBecification of Interoperability (TSI)
guantitative requirements (Mihm & Eckel, 2004).

By building the technological development on tegigdciples and not radically alter the
system architecture current risk levels are to eaigextent held constant and does not
need constant updates. Working with tested knovdetirhnology and collaborators are
also thought of as an important system safety fea{&riksson, 2009, Kinneryd, 2009)

7.3.2.2 Weaknesses

Unambiguous apportionment is sometimes difficule do interfaces and transverse
safety functions (Mihm & Eckel, 2004) and are pagkemplified by difficulties shown
in THR allocations in the ETCS system where martpracwere to define appropriate
boundaries of sub-systems. (Eriksson, 2004)

Definitions of risk in current railway signaling stgms today do not consider the risk to
the individual. The number on THR is not customitedpply neither to an individual
risk nor to a societal risk. The definition only nsiders safety critical failures and
therefore it is hard to interpret what this repréde the persons using it and the system
environment. (Norling, 2009)

Partly outside the scope of how to refine quantatisk levels is the allocation of SILs.
However, according to Norling (2009) the effortaccomplish different SILs is slightly
disproportionally distributed. The quality requirents in SIL 3 and 4 are similar in
contrast to SIL 2 and 3. (Norling, 2009)

There is no criterion on risk levels universallycegted in Sweden. According to
Martinssonet al (2004) the current risk level, referring to thgueement of no safety
critical failure in 100 years, would benefit fronfuather analysis.

7.3.2.3 Opportunities
The Railway Department of the Swedish Transport fkgehas started a work on
compiling relevant documents, manuals and regutatdgernal documents from Swedish
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railroad administration, which may result in a mdreterogeneous picture of safety
requirements (Norling, 2009)

According to Mihm & Eckel (2004) a simple way fonprovement of safety performance
of railway signaling system could be to increase riquirement by a fixed percentage
every year. Considering the vast disproportion dbiraction (read constituent parts) it
seems appropriate to put forth an effort on suletions (read constituent parts) where
cost-benefit-analysis shows the best results.

7.3.2.4 Threats

As interoperability becomes increasingly importdms$ will, and does, affect systems and
their requirements as well. By apportion risk levéb its constituent parts does not
respect heterogeneity of EU railways (Mihm & Eck904). Another point is that a CST
apportioned to constituent parts depends on custié of technology and therefore
needs to be frequently updated as technology artd gavelop. (Mihm & Eckel, 2004)
According to ERA (2007) some studies of railwayidents suggests that the proportion
of technical failures attributable to the overaBlkris very low and is estimated to
approximately 1%. This implies that it may be inagpiate to use a quantitative
requirement to represent the overall risk when thnerall risk is almost entirely
determined by the impact of human errors and atbartechnical factors.

57



8 Analysis

This chapter aims to structure the aggregated mat@md analyze it in accordance to
the problem formulation of this thesis. The focsista highlight methods describing
guantitative requirements refinement and allocati@bevant to the system safety effort.

8.1 The fundamental differences among industries

Not surprisingly, differences of best effort, stardk and state-of-the-art methods have
shown throughout the work of this project. The magason for the disparate working
structures is thought to stem from the actual teldgy and the level of maturity of the
system in focus. Crystal clear is however thatesyssafety does not offer a universally
agreed methodology.

As discussed before the penetration of systemystdedifferent industries are to a great
extent connected to what consequences potentiallyght to the individual. Relevant to

this project is the early safety related work ie #viation industry where it is reasonable
that a safety culture have risen early. In aviatioisiness the degree of interoperability
are immensely important, and naturally internatioaad amalgamated organizations
have grown. The grave consequences following andewet and the need for

interoperability in aviation industry brought toget with the fact that aviation is a
relatively young technology lay the ground for aghly developed system safety
methodology.

The railway industry, on the other hand, makesaisetechnology almost hundred years
older, and are not commonly thought of as a higk technology. Conversely, the armed
forces industry develops and use high risk systeatsnot with the objective to safely
transport people. The safety of a military persooften not primarily determined by the
technology he uses but what technology the enemy. us addition, in order to outclass
or defeat the enemy the operative technology i€n&v be obsolete. The armed forces
industry focuses on innovative technology, doesnaa&d interoperability (until recently)
and work in an environment with low risk aversiohl in all, the aviation has an
international agreed framework to follow, the railv follows a national agreed
framework and the defense industry has a rathgibfe framework of how to conduct
system safety.

8.2 The divergence of methods

To apply a limited, general and easy system safquirement approach two aspects
have proved important. The occurrence of a reféngnsystem and the maturity of a
system are thought to be highly relevant.

In the ATM/ANS industry a high-level quantitativequirement are set, the refinement
are done by legislative organs, and a straight-dotwnethodology are suggested. Due to
the fact that large datasets of failures and riiiplvalues are available generalizations
of the amount of intrinsic hazards and the proligbthat they lead to accidents are
made. If accurate, such achievements are valualdgstems safety engineers and also
liberate recourses enabling focus on other aspéaigstem safety such as human factors.
This urges a referencing system which in turn ctdléacts from a mature system. This
achievement is therefore not possible if a complaetew system is being constructed.
This is often what engineers in the defense ingufdce. Consequently, designing
completely new system make top-down requirementnement much harder.
Requirements may not initially be correct until #rehitectural design moulds and take
its ultimate form. This may lead to both inconsigte to a high-level requirement and
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ambiguous requirements if not continuously updatéfbrking with new systems
therefore necessitates higher degrees of freedam fnethods and standards.

To apply a stringent framework of how to conducalgses and who is responsible for

what often eases the work and avoids costly and-tamsuming discussions. The risk of

such an approach is to miss or leave out areasnipadalyzes just because the system
safety framework has a blind spot in the area. Thisld for example be the case if a

framework compartmentalizes too much and if aresiimg further analyses are left out

only because the responsibility is not properlyutated.

Furthermore, the concept of risk is handled difiélse among industries. The three
domains have, maybe by natural reasons, interptledoncept of consequences in their
own unique way. The RCSs, from aviation industgndie the consequence in form of
one class of accidents (SC1) and the followingsdasandle incidents. The THR value,
made use of in the railway signaling industry, doed incorporate any aspect of
consequence and it is therefore hard to interpetsignificance of different hazards on
lower levels whereas only the probability of thedrals serves as a measure of the risk
level. Working this way partly diverges from theskiconcept and become more of
reliability analysis due to the fact that it doed aonsider any consequence.

Crucial is also the concept of a hazard. The canekep hazard can apply to functions,
system parts, random failures, process failuresyamufactors etc or parts of interaction
among them all. Not knowing what to incorporatesystem safety analyses are therefore
important. The ATMSP in ED-125 specifically hantiehnical hazards and the railway
distinguishes between random and systemic faillfé®ating risks coming from system
parts and not incorporating human factors are thbup only give a limited
understanding of the risks. How to handle thisipaldr issue is proved to be handled
differently among the industries studied. In theateon industry this is sometimes
described in regulatory documents which is not seeither the railway signaling
systems nor the industry of defense. To compartatieattoo much is, on the other hand,
not always desirable whereas a hazard can incdgtgehnical, procedural and human
factors.

Another issue is on what level a hazard is bestrdesl. A hazard can either be
described at a high system level describing, fangde, a mid-air collision and but it
could also describe a sharp edge on a chair. They maplications of a hazard urge a
definition of how to handle them all or if only teandle a fraction of hazards i.e. the
technical hazards applicable to a specific level.

8.3 Deficiencies in methods and industries

It is important to have a structured and logic ohaf requirement allocation in an
industry. It is virtually meaningless to start d&mg quantitative requirements at a low
level of development when the figure do not mammny high-level requirement. It is
further imperative that each industry follow an eyt logic of how to allocate
guantitative requirements. If a high-level risk dévof a system is apportioned to
functions in one part of a system and to accidemied in another, requirement
consistency, ambiguousness and correctness bedoandsto advocate. Furthermore,
inconsistency also becomes apparent when there &greed level of risk quantification
in a project or system.

In the railway system the most apparent deficieapgears to be the heterogeneity at
international level reflected in standards anddiegive documents. This is partly a result
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from the long life-cycle of the railway system. dmational harmonization in all
industries will probably become increasingly impoitt which is partly a political
guestion and therefore making this even more diffidn addition, the standards only
consider a system safety effort only applicableti@anges in prevailing systems or in
fundamentally new systems. In almost all countiie®ems more appropriate to suggest
methods and work structures also applicable tdestnology.

Crucial to derive risk levels is descriptive datehe railway industry has a well
functioning failure report system accountable to rs&k levels. To use a proper risk
definition the industry need a common risk clasatiion scheme which is not found. The
Swedish ANS authority also has accessible datauppat risk classification and an
internationally agreed definition of consequendéd® armed forces industry is thought to
have data but it does not seem to be used tossekenels and the risk definition is hard
to set globally due to the large set of operatiygjesns. Though, the industry is aware of
this and proposes that the risk level should b&ooiged to each project.

The definition on safety integrity suggests imgiicas of interpretation. To cause an
accident a safety critical failure has to occurspllie exposure of meeting another train
has to occur. All in all, this means the only hagaon safety critical systems are valid as
hazards, not the system itself. This is fundamgntifferent from other definitions in
system safety and therefore it is crucial to fakbynprehend before starting analyses.

8.4 Generalizing methods

This project generally concerns the matter of howhandle quantitative requirements
within system safety work. This report so far bangbout several aspects concerning
system safety. Contemplating aspects of this matiee several questions at different
levels of abstraction. System safety concerns &aodechnical system, legislative
organizations, risk models, risk methods, risk tiiegequirement processes, system
safety processes, several documents and standaegsing focus on what is important,
the aim of this report is to answer the questiotnew do you work quantitative
requirements? Several methods are found but alesh comply with different contexts.
The question then becomes what those differenegtsare?

The aim of this report is to make use of existimgory and UML activity diagrams such
that different models could be compartmentalizedhat\vill be described here is a best
effort to structure the reality and how it lookkditoday by using theory, best practice
and experienceThe notation in Figure 15, Figure 16 and Figureid®escribed in
Appendix 1.

8.4.1 Defining hierarchies

From system theory three different approaches stesys are described. Larger systems
built today are often exhibiting characteristicsvdiat is calledorganized complexity
Theory on such systems are elaborated and desdnbin® chapter on system theory.
First to consider is different hierarchies in systdevelopment. By using a hierarchy
relations among objects or abstract objects arevsh®his chapter aims to differentiate
the levels of hierarchy and eventually define #heesls relevant to this project.

The first type of hierarchy refers to the systerme Thain focus of all actors is the system
in focus, in this thesis always containing techgglorhe system itself is often possible to
reduce to sub-systems and in the end to their phlysomponents. To model a system is
proved to be an extremely hard task. If scient#tvances eventually accomplish to
model complex dynamical systems the area of sysiiety will have many problems
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solved. A system is often displayed in terms ofyatem, its sub-systems and its
components on the lowest level.

Another relevant hierarchy is the relation amonp@c The actors are the organizations
trying to control the risk. Reality is structureda way such that different liabilities lie on
different actors and contribute in different ways dliminate the risk, which is often
displayed in documents or products at differenelevThe international legislative organ
constitutes the absolute top level of such orgdinaa. International organs always have,
at least in Sweden, a national counterpart. Brotgptther they could be thought of as
the top level of organizations regulating systerfetya Next level is often a mid-level
organization e.g. an operator or a procurementnigion working on refining system
safety liabilities. The third level is the orgartiva or the group working hands on with
system safety. As described earlier system sagetdftéen one aspect in the development
of new systems and has close collaborations witltegys engineers i.e. a supplier or
developer. The developer or contractor could aésary safety manager operational later
in the system life cycle in contrast to the consinn phase.

In the chapter on terminology the risk hierarchgléscribed and illustrated by the chain
of events occurring to compose a risk to any objBesically this chain of events are
tried to be controlled somehow. This chain of eseathowever to be seen in relation to
the previous defined levels of hierarchy. The tepel; legislative bodies, and total
system level, are primarily interested in accideantd to formulate what an acceptable
risk is. The first mid-level, operators, procurermenganizations and the sub-systems
level are interested in refining a risk level tdsystems and therefore also the hazards
within. The third level, investigates and analy#ss failures and risk sources. It is often
the responsibility of a contractor or developeat@lyze a minor section or sub-system
down to specific components of the system.

On the whole, empirical studies combined with theotetical framework outline the
hierarchies incorporating the hierarchy of the exystthe actors and the accident model.
This is further displayed in Figure 14.

1
1 | 1
1 \ 1
1 1
-------- o ) o
1 1 1 !
1 1 b g !
1 Totalsystem : ! International/national : ! Accidents :
Level1 | | | orcustomer | | |
1 I 1
1 1 i 3 !
1 1y by 1
1 | 1 | !
il R B LR el BB L R R el b R R R e |
1 1 b 3 !
1 1 1y !
1 - (I - 1 - I
Level 2 I Sub-system : I Matiohal/Procurement : I Integrative hazards :
1 1 1
1 L 1y 1
1 L 1 !
1 1 E 4 !
1 b g {3 !
________ ittt Bttt B ittt Eadladhadladin B ettt Bt
1 1 b !
1 E 4 1 !
1 - Iy h L h 4 |
= I 1 z 1
Level 3 : Componants | : Davelopar | : Faults and risk sources H
1 1 k4 !
1 1 b} !
1 by 1y !
& e e e oy ol T W W B e e O 1

Figure 14 Hierarchies
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8.4.2 Methods in processes

The model of communication and control partly refer the terminology of hierarchies
meaning that hierarchies are characterized by alptocesses operating at the interfaces
between levels and that the control process yiettlity meaningful at a higher level.
The activities on each level can be captured bgwvis dynamics which does not apply to
associate levels only that upper levels composstnts on lower levels. Furthermore,
each level is captured by its own control actigitighich imply the need for
communication with its environment in form of inpund outputs.

Stated above is basically a quotation of the systémeory chapter, and it yields an
immediate mental association to the processes idedcrin the chapte.4 The
communication and theontrol processes; the systems safety processelisaw the
requirements process. At each level of hierarcleycibntrol process is analogous to the
risk control process amongst several others. Th&adgrocesses is parallel both on each
level and between the levels. Take for example dbetinuous work on laws and
standards from organizations at the top level. sk is one control process whose
work is considered by control processes on thelevdl e.g. FMV or Swedish railroad
administration who continuously work on improvenseah their level. Apt examples of
such improvements are manuals or work to refinetdpeevel requirements to comply
with their specific interests.

Considering communication between different levadldierarchy and the processes on
each level, the system safety process emergedgbarmithe system development and
requirement process. It is important to remembat those processes seldom are properly
defined but is instead an abstract pattern capturethe concept of a process. The
distinction between the three processes is firgt fanemost made by theorists but this
terminology is found to fit well with observatioasid the nature of standards and alike.
The distinction is further relevant in order totoiguish how system safety requirements
are treated and communicated. Taking this approstes it easier to generally describe
the patterns of how the work is conducted withaldirtg only one industry into account.
The result of this project is a description of hquantitative system safety requirement
methods are interrelated and when to use themtasdherefore important to remember
that this is one process embedded in the procesystém safety. The system safety
process in turn, is an integral process to theirement and legislative process but also
to the system development process. Those procésgether can be differentiated to
different levels etc.

The communication between the levels varies widé&lye hierarchies defined in the
previous chapter, described one system hierarainy,onganizational hierarchy and one
hierarchy in the risk concept model. The commurmcabetween different levels in a
technical system could be signals, physical trartsgio which are to be controlled. In the
hierarchy of organization the communications aterofichieved by different documents
controlling the system safety effort among actémsthe accident model the levels are
tried to be controlled by mitigations operating @md between the different levels. The
communication is here to be seen merely as theapilitly of a course of events.

Also important is that higher levels compose caists on lower levels. The system
safety process on, for example, the developer leaslto comply with the requirements
from the customer. The constraints from high lewaé® have a wider implication in the
fact that the structure must follow a specific todf an acceptable risk level from FMV
is demonstrated by a qualitative risk matrix thisr@o idea to start using, for example,
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risk summations. If doing so there is no logic ahdue to the fact that the control process
on each level is not dependent on the level above.

8.4.3 Recursion

From thel Introduction chapter the system safety proceds ise seen as a recursive
process and this becomes evident when studyingraysafety effort at a top-level. Even
though development often is seen in a top-down raclng process the results of a later
phase in the system safety process could necessitahges in previous phases. Take for
example the example of completing the PHA. At aleyel of hierarchy a PHA is often
performed in order to be able to derive quantieateguirements but the PHA at this level
is seldom complete. Instead the work on the PHAioas by other actors at a lower
system level and eventually brought back to théorner or equivalent.

8.5 General model of work structure

The model is to be seen as a mixture of the thieatdtamework and the methods found
when investigating the area and could serve adpduh¢ool when working quantitative
safety requirements. Though, the context of eadhstry does not always allow for all of
the suggested activities. The premises are thesd fby standards or other legislative
organs. However, if no such directions exist and ftee to choose between the models
the most important models are further investigdigdts pros and cons in the chapter
Methods of requirements refinement atidcation.

8.5.1 The risk concepts — Level 1

What almost all industries and standards acknoveedgtrue is that risk is a combination
of probability and consequence. The combinatioafien approximated by the product.
On the contrary, to whom and what the risk cont&#iwa threat is not an agreed subject.
From the model of system requirements found in f&g® it is suggested that safety
requirements concerns property, environment antfthéaom standards and reports it is
suggested that risk focuses on airplane crastas, ¢ollisions, the individual risk, the
societal risk, risk to third person, risk in loddiges etc. If trying to pigeon-hole this it is
easily agreed that everything concerns an aspedteafth of human lives and not
property and environment. The differences lie inrenor less sharp or distinct measures
of the risk. To say that the risk is that the plangshes is not a very precise measure of
what the risk is to the individual health. By comipan, if to say that the risk is to face a
major injury e.g. a broken leg, airplane crasheastasin collisions mainly refers to blunt
measures. However, how to define the risk is depeindpon the system being studied
but also regulations in standards and other doctsretn. The idea is that dependent on
specific risk concept different models to calculla@guirements are more or less suited.

Embarking upon the challenge to give a high-leeguirement one of the first steps must
be to analyze the context of a system and gatlevamt information. Such information
would be to analyze the risk definition; is it et by standards or is it free to define?
Information about high-level hazards and givingraper definition about the system
boundaries are also information needed to faalitatther analyses.

Airplane crashes and signaling failures does nioa specific figure on lives and instead
state a requirement in the form of a tolerabiliglue on that particular accident e.g. the
RCS in ATM systems. Dependent on how the GAMAB gipte is used the principle
could be appropriate to use if considering a risknition in a number of accidents. The
GAMAB principle is implicitly used to calculate regements in ATM systems but also
found in several other applications.
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Slightly less demanding is the use of individuakriconcept primarily found in the
railway industry. The formulation is different frothe GAMAB principle whereas the
risk is formulated in the perspective of one indual. Both MEM calculations and THR
calculations make use of this definition by usifgFl The two methods greatly
differentiate in required effort. It is importardg hote that THR calculations, originally,
take an IRF value as input but can also be appliddstead the THR value is known
beforehand, to calculate the IRF value. This isdage in the railway industry where a
high-level THR requirement is set for all railwagrsaling systems.

If the risk definition allows for, or requires aasp description of the risk, considerations
can also be taken to conform to minor consequeatése risk. The assumption is in
accordance to the RILL-concept where fatalitiesjomacidents and minor incidents are
weighed and gives a figure on the consequence.cbimsept is also utilized in THR.

After the achievement of setting a risk level fram for example, acceptable referencing
system, other decisions must be made. It is ofpgmogriate to tighten the requirement
further by applying AFs or by tighten the risk |ewa severe accidents.

The case of a risk matrix is somewhat complicatad #s usage is hard to fully
comprehend. Sometimes it is merely an illustratddra particular risk. Sometimes it
defines a tolerable risk level of a system and son&s it serves as a method to estimate
hazards. The confusion is therefore substantibbef to actually relate to the risk matrix.
If used as a tool to set a tolerable risk levehdfystem the problem is often that it is
seldom customized to actually mirror the actudk tesvel of the system but is instead
only copied from other projects or theory booksmieenbering conceptions from SRS, a
requirement stated like this lacks correctness,sistency, verifiability and is often
ambiguous to different actors. The risk matrix iwidely used tool to set a tolerable risk
level on a system albeit not highly thought of I\atéf to use a risk matrix or equivalent
this is merely a tool to illustrate the risk. Ifethaxis are continuous, exponentially
described and the consequence is properly quahtifiee tolerable risk resulting from
THR, MEM, T-RILL calculations is easily illustrated\LARP regions are exclusively
used together with a risk matrix and serve bothisitat-making and displaying
calculated uncertainty. Figure 15 displays the mostortant activities of Level 1. The
lines out from the figure are further connecteth®second level which will be discussed
in next chapter. Figure 15 is a part of Figure 18.
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The armed forces industry is the industry whereftbedom of choice amongst methods
is highest. Considering the first level, no modsl fixed other than the general

requirement that an appropriately defined risk lesheould be accomplished. The most
usual way of working is by the use of a risk ma#ithough future development suggests
starting working with T-RILL values instead.

The ATM industry has a completely different appto@c quantitative requirements in
comparison to the armed forces industry. Intermafidegislative organs have together
agreed on an appropriate risk level for all aiffitaThis figure is then apportioned to the
different countries by the individual amount ofgfit ours. Then this requirement is
tightened by the use of AFs often resolved by thigonal ATMSP.

The railway signaling industry is working its wayrdugh a new era of interoperability,

not in a technical meaning but in procedural megnifferent methods are suggested
and harmonized on a European level and althoughStvedish railway system is

considerably safe it might have to take the newslative demands into account over
time. In Sweden a high-level requirement is set dignaling equipment; one safety
critical failure per 100 years.

8.5.2 The refinement concepts - Level 2

Next level primarily concerns the matter of refipithe high-level requirement from a
legislative body on total system level to, for exden sub-systems. When working with
guantitative requirements it is fairly easy to atffpirefine or apportion the requirement
to sub-parts of the system. The hard question lieeemes what those sub-parts are? At
least five possible ways are found to distributeiigh-level requirement on. The railway
signaling industry in Sweden uses the constituemtspof the system and the ANS
industry uses several ways. In the ANS industrst fthe high-level requirement is
recalculated to conform to the actual amount ajhtlihours in Sweden. Then the
requirements are distributed over the systemsAa.iyl, ATFM, ASM etc. and thereafter
on the number of hazards within each sub-systera.afproach to refine the high-level
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requirement on to sub-systems is also proposedhbyatmed forces industry. The
following task then becomes to map the relevantatdson to a particular sub-system.
The approach suggested from CENLEC is to firstirgstish the functions then map all
functions to the constituent parts of the systechfaom them indentify all hazards rising
from the particular functions. Nevertheless, whefiming a requirement the analyst is not
bound to follow only one way to refine the requimrhbut instead use several techniques
as long as they logically fit the context of thestgyn. Therefore the refinement must be
preceded by an analysis of how the system is amtstt, its interactions and boundaries
determining which refinement methods that fits thieerent logic. When separating a
system into sub-system it is also important to yweathe boundaries and interactions of
sub-systems in order to find hazards rising fromohsimtegrations. Another aspect is to
analyze the independence of sub-systems and itstidus. When a requirement
eventually is refined to sub-systems it often needbe balanced. A suggestion is to
spare a fraction of the overall portion which makies requirement conservative. This
“reserve” could be saved for future unexpectedstiskhe requirement is then further
communicated to the stakeholder responsible for siid-section of the system. The
aspects of level 2 described above are summarizEdjure 16.
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Figure 16 Level 2

The second level, in the defense industry, is treern of the procurement organization;
FMV, responsible for refining the requirement fréivl, often by analyzing the system
architecture and deciding an appropriate risk leVeke outcome from FMV is often a
strengthened requirement using ALARP regions.

In the ATM industry, the national ATMSP suggestsefinement of the high-level
requirement. In Sweden the first refinement is miadaccordance to the actual system
components i.e. the constituent parts. Next steghasen to be the use of ED — 125 in
order to generalize the amount of hazards in mai each severity class. The national
ATMSP further suggest an appropriate level of @icgpcomplexity and is from that
given an averaged and conservative number of thartie coming from each sub-system.
Also the exposure of each hazard is suggestedrandthat a final restriction is given on
each hazard found in the system.

In the railway signaling industry, the refinemembgess is achieved by dividing the
requirement (THR number) on the constituent paftgshe system. From this THR
number, a SIL is allocated either by Swedish radr@administration or the supplier.
External risk reduction facilities and the systeiskrreduction facilities should,
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eventually, match the necessary minimum risk rednatequired for the system to meet
the target level of safety.

8.5.3 The allocation and verification concepts —Le  vel 3

The process of hazard analysis can start at aléugth It is for example suggested by the
CENELEC standards that the railway authority ispoesible to perform hazard
identification and hazards assessment. Althougim fobservations and interviews it is
found that this is not the case and that hazard$/sis is most often performed on a
lower level and often by contractors. However, kb aviation industry and the railway
signaling industry take a wider approach. Theyrdefirocesses as SIL, SWAL and PAL
etc., which are to be seen as quality packageswftb meet and verify a quality level of
system development. Depending on the risk levelaoparticular sub-system the
development must then follow a particular set oélfu activities and achievements
incorporating hazard analysis. The process oftao aontains measurable aspects
assisting the verification of the system safetprff

Nevertheless, the hazard analysis is the heagsbpém safety and it is the assessment of
hazards that incorporate QRA methods in order e gilogic chain and to estimate the
level of risk in a particular sub-system. Basicaityis a choice if to assess every hazard
to a particular risk level or sum the hazards amehtmatch to the risk level. The
assessment of risk also has a falling scale of @onbiThe analysis that requires least
effort is probably by assessing a hazard in a mr@stible scenario, taking the probability
of occurrence and the consequence of the hazardaawount. This is usually done by a
using a risk matrix. On the contrary, a hazard banestimated by performing more
elaborate calculations, using both ETA and FTA, #reteby taking all hazards and all
possible accidents (and incidents) into accounanies of more elaborate calculations
are ED-125 model 1 and 2 (and 3), I-RILL calculasi®mr by calculating the IRF. The
hazard analysis is an iterative process and is poire top-down approach.

The process of analyzing hazards eventually resnltsoth an agreed level of each
hazard but also requirements. The requirement®fav@rious character e.g. reliability
requirements on components, requirements on intindubarriers or other design
changes but could also be referred to the funct{bRs) of the system. At the third level
the focal point is the hazard analysis. A clearliduamongst the industries studied is if
to consider total system risk or not, which issthated by the two iterative regions in
Figure 17. When an agreed level of each hazarchieaed the total system risk could be
analyzed by summing all the hazards found (or ¢afetuhat for instance only 50 percent
of all hazards are found) and match to the higlellesquirement.
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In the defense industry, the actual system devedmproften starts by contracting a
supplier. Either the supplier handles the systei@tys@rocess in-house or outsources on,
for example, Combitech. Sometimes a PHA and aasdessment exist already at this
point, though the most common situation is thatstystem safety process starts when the
supplier is contracted. Todaysangle-item inventorys often used, evaluating each single
hazard against the high-level requirement i.e.s& matrix. The risk summation is a
suggested method where all hazards are taken trgatkd then matched to the high-level
requirement. This makes the process not a purédap approach and urges an iterative
hazard analysis process. After the final agreeranan appropriate risk level for each
system a further refinement is suggested andriéésto use any appropriate method.

If to develop a new system or upgrade an existyggesn, an elaborated description of

how to conduct the system safety effort and hovihdadle each hazard separately, is
given by the SAM framework. The hazard analysithen performed by assessing each
hazard against the high-level requirement, and rigr® on the size and the art of the

hazard, different quality processes is proposethdfhazard has the art of a procedure a
specific quality assurance level is given by ttearfework of PAL etc.

8.6 Method discussion

Since this study to a great extent is a descripivexploratory study heavily relying on
printed material referring to multiple sources, ttn®@st severe biases are hopefully
avoided. Another reason advocating reliability hattthe field from where material is
gathered is narrow. The methodologies are not prafly described anywhere which in
turn gives only a slim chance to find diametricalifferent information. One reason not
to explicitly providing interview templates, althglu such were created, is that they were
impossible to follow. This is partly due to the ioais experiences from respondents.
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Another reason is that the methodologies were nesiple to clearly define, enforcing
open interviews rather than semi-structured.

The material has also proved harder to grasp in parécular domain. The field of
railway signaling required much more effort thaa tther industries. The reason for this
is first that almost no experience from that domairsts in-house at Combitech and the
information had instead to be extracted from inem and mail correspondence.
Furthermore, the railway signaling industry hasedeped several methods applicable to
this study but in reality merely uses a limited rfoem

It is further found during this holistic multiplease study that the three application
domains have diametrically different methodologe$fiandle quantitative requirements.
This is partly mirrored by the amount of standam@sonsider when entering the field.
Hence, if only considering the actual methodologeternal validity is not achieved.

However, combined with the theoretical framework #ime interpretation of methods the
three application domains have many aspects in comamd the result of this study
could therefore be applicable in other contextsvels. The fundamental differences and
divergence of methods has also been explicitlyudised.

The proposed model has been tested by a smalleurdrb persons at Combitech. The
test persons have different experience from théesysafety field and have during the
work conveyed suggestions of improvements whickehlmeen accounted for.
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9 Results

In this chapter the topics from the analysis aré together to display the proposed work
structure of how to handle quantitative requirensefithe model is a suggestion of a pure
top-down approach of how to deal with system sakuirements which is not always

possible. The notation in Figure 18 is describedppendix 1.

9.1 Quick reference guide
If to look closely at Figure 18 small numbers ali@pd on top of the activities which are
explained briefly below:

1. Embarking on the challenge to handle quantegatigquirements starts by
analyzing the system, similar system, data from ERA& and the system
architecture.

2. When an overview of the system is achieved thesgon becomes how to
handle the risk definition. This analysis is tightloupled to the definition of
consequences. Dependent on the system characteramt&ss sharp measures
of consequences is suitable which in turn is fod#dwby appropriate
methodologies eliciting appropriate risk levels.

3. After the acquisition of an appropriate riskdeeonsiderations must be taken
if to strengthen the requirement on the systemifitalhandle accidents with
grave consequences differently.

4. The tolerable riskmust then be communicated in a proper manner
understandable to all actors. The communicationregjuirements can be
accomplished in several ways but are in generaé dynconveying a number
or a risk matrix.

5. In order to refine the requirement and allodhterequirement on appropriate
properties the refinement has to be preceded bgvatuation of the system
architecture.

6. The requirements can either be refined on skpeogerties or not distributed
at all.

7. After the choice of a suitable property to refthe requirement on, integrative
hazards, i.e. hazard resulting from systems ofesyst must be analyzed. It is
further important to analyze independence of tloperties.

8. When a proper refinement is performed the reguents often benefit from
being balanced and may save a certain budget xpacted risks. From here
some industries allocate safety packages such a8 S®AL and SIL.

9. Choose if to estimate each hazard by a singte-iinventory i.e. not
considering all hazards together.

10. Choose if to use a method explicitly estimabiogh duration and exposure of a
hazard or only the exposure.
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11.

12.

13.

14.

15.

16.

17.

18.

Determine how to analyze each hazard in thgdesitem inventory. Dependent
on the choice of how to estimate the risk or trsulteof a hazard, different
hazards are given certain priorities.

Chose if to apply I-RILL calculations (from tklefense industry) or to utilize
the framework described in the first two modelsED-125. In ED-125 the
consequence is pre-defined by the RCS and canngitvbe a figure to jointly
compare the categories. This could be achievedRi{.LL calculations.

Estimate the consequence in accordance tcefiretibn of consequences. This
is often a part of the risk assessment processogehibto use ETA in order to
estimate different outcomes of a hazard in ordexsgist the consequence
estimation or to estimate the probability of eaakdrd.

When using more advanced methods the conseguanalysis must be
preceded by an ETA if to calculate several outcoameseffects resulting from
a hazard. This analysis is often assisted by data &ccidents or simulations.

The exposure to a hazard can take various famdsdependent on the logic
also given different units.

If to use IRF calculation the duration of adrazmust be explicitly estimated
and in accordance to the formula described in @e&i4.6 THR calculations
and SlLs.

The probability of a hazard to occur can becudated or estimated by a
number of means. An FTA is often required when grenfng more elaborate
analyses and is then often assisted by relialdhtig. Methods from reliability
engineering and QRA then become paricularly useful.

When no more hazards exist and the inventorgomplete, allocation of
requirements is performed, if not done earlier. Wtkee inventory is complete
several methods allow for analysis of TSR througk summation. The TSR
could be matched to the high-level requirementseitiner a particular sub-
system or the system in its entirety.
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10 Conclusions
In this chapter brief answers are given to the ¢hresearch questions described in

chapter 1.4 Problem formulation.

 What different methodologies are available todayetwit, refine and allocate
guantitative requirements relevant to system safety

From the empirical foundings it is clear that seVemethods are available which
incorporate quantitative requirements. The mettavdsdescribed in the context of each
application domain issued in chaptérThree industries and their methodsd the
method utilized in Sweden are further describedhapter7 Methods of requirements
refinement and allocatiorit is also obvious that there is no consensusngstandustries
on how to handle the difficulties imposed by suntapproach.

* Is it possible to suggest a general approach, mmidhe work on quantitative
requirements in system safety and if so what weulth an approach look like?

Although it has proved hard to analyse the differerethods relative each other, the
gathered theory has proven to be useful when triginmut the gathered methodologies in
relation. The suggested approach to guide the warkjuantitative safety requirements
are described in the previous chapter. The sughjegiproach is predominantly to be
considered as a top-down refinement process of ireagants considering three
hierarchies. The approach further aims to strudtuzeuse of different methods found the
application domains.

* What differs among the three industries and whatlccde learned in order to
improve the situation of today?

In general, to be able to derive a tolerable ristadrom failure report systems has proved
crucial to almost all methodologies independentifintended use.

It is also proven to be difficult to assert one gy&n methodology to an arbitrary domain
due to the fact of inherent fundamental differencdthough general concepts have
shown valuable.

Managing quantitative requirements in system safaty, by and large, a task of
incorporating a logical chain of refinement andedition mapped against a high-level
and agreed risk definition which only a few methlogges facilitate. However, a certain
freedom of choice is advantageous when to conslokerse systems architectures. On
the contrary, mature and static architectures lteriefm a more rigid legislative
framework in respect of quantitative requiremengagement.
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11 Further studies

The theory and model in this study is adjustedtierimplementations at Combitech, and
only generalized amongst the three applicationsailosn A natural development of the
findings would be to take more domains into consitien. Different domains have

different technologies to consider but if even malemains are included better
generalizations could theoretically be achievede @halysis would further benefit from

the inclusions of more mature and relevant methaggles, supposedly found in e.g. the
nuclear industry.

Another interesting and beneficial direction forther development is to reflect on the
possibility of handling dependencies in the systdfanctions can for example be
excessively interlinked and therefore not entirglglependent from each other. Such
dependencies could be modeled and is not includetthis thesis. The usage of such
analyses are thought only to be relevant when yisees are either highly critical or

when evaluating extensive projects or systems.

In the work of managing quantitative requirements ialso important to discuss if it is
possible to refine and allocate requirements infoh@ of numbers. Several authors have
demonstrated their disapproval of measuring risksierically and their refutations are
valid arguments. A threat is to blindly focus onnthers and omit analyzes such as
human factors and hazards resulting from procedamdsalike. To fully capture the risk
level of a system an interdisciplinary approactorporating several aspects of a system
are thought to be imperative. A suggested domairuidher research is therefore if the
inclusion of such questions also in the work onnfi@tive requirements is possible.

The models studied in this project almost solelpsider one aspect of system safety
namely the risk to human health. However, it migbt possible to incorporate other
aspects of risk as well. A methodology could alsmstder the property or external

environment. Several methodologies would allowifdegration of property. In contrast,

merging also external environment into one methaglplare thought to be hard to

achieve. However, the contrasting and compartmeethimethodologies would benefit

from integration amongst domains as well as overiglines.
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Appendix 1

The aim of the information in this appendix is teegexplanations to the symbols used
Figure 18 Figure 17,Figure 1@ndFigure 15.The symbols are collected from OMG
Unified Modeling Language Specification - UML ZTbe material is downloaded from:
http://www.visual-paradigm.com/VPGallery/diagrameti&ity.html, 2009-05-25

InitialINode
An activity may have more than one initial node.

Receive
Orcer
Action

An action may have sets of incoming and outgoirttyi#g edges that specify control
flow and data flow from and to other nodes. An@ttwill not begin execution until all
of its input conditions are satisfied. The comletof the execution of an action may
enable the execution of a set of successor nodkadions that take their inputs from
outputs of the action.

ActivityFinal
An activity may have more than one activity finalde. The first one reached stops all
flows in the activity.

Close
e
DataStore
A data store keeps all tokens that enter it, capsirem when they are chosen to move

downstream. Incoming tokens containing a particatgect replace any tokens in the
object node containing that object.

il stonss {weight=all }
Hire Personnel Review
m ployes clatabass mployes

==gelaction== N/
employes assignment = rull AEsich
mployes

Once a year
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DecisionNode
A decision node is a control node that chooses dmtvoutgoing flows.

[order rejected]

[order accepted)

MergeNode
A merge node is a control node that brings togethdtiple alternate flows. It is not us
to synchronize concurrent flows but to accept aneray several alternate flows.

ForkNode
A fork node has one incoming edge and multiple owig edges.

Fill Drder

Send
Invoice

JoinNode
A join node has multiple incoming edges and ongang edge.
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ObjectNode

An object node is an activity node that indicatesrstance of a particular classifier,
possibly in a particular state, may be available particular point in the activity. Object
nodes can be used in a variety of ways, dependinghere objects are flowing from a

to, as described in the semantics section.

Fill

ActivityPartition

Partitions divide the nodes and edges to consaraihshow a view of the contained
nodes. Partitions can share contents. They ofteesjmond to organizational units in a
business model. They may be used to allocate desitics or resources among the

nodes of an activity.

Ship
Order

Sealile

Reng

codpege e
Ordar Pmocessor

wor ] g
Accounting Clerk
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Interruptible ActivityRegion

An interruptible region contains activity nodes. ¥iha token leaves an interruptible
region via edges designated by the region as ugeng edges, all tokens and behaviors
in the region are terminated.
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